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Figure 1: Grasping Microgestures enable direct and subtle interactions with computer systems while holding an everyday
object. This paper presents empirical results from an elicitation study with varied objects, investigating the effect of grasp
and object size on user’s choice of microgestures, preferred locations, and fingers used.

ABSTRACT
Single-hand microgestures have been recognized for their
potential to support direct and subtle interactions. While
pioneering work has investigated sensing techniques and
presented first sets of intuitive gestures, we still lack a system-
atic understanding of the complex relationship between mi-
crogestures and various types of grasps. This paper presents
results from a user elicitation study of microgestures that are
performed while the user is holding an object. We present
an analysis of over 2,400 microgestures performed by 20
participants, using six different types of grasp and a total of
12 representative handheld objects of varied geometries and
size. We expand the existing elicitation method by proposing
statistical clustering on the elicited gestures. We contribute
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detailed results on how grasps and object geometries affect
single-hand microgestures, preferred locations, and fingers
used. We also present consolidated gesture sets for different
grasps and object size. From our findings, we derive recom-
mendations for the design of microgestures compatible with
a large variety of handheld objects.
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1 INTRODUCTION
Gestural user interfaces for computing devices most com-
monly require the user to have at least one hand free for
interacting with the device, to be able to move a mouse,
touch a screen or perform mid-air gestures. In contrast, it
remains difficult to interact with computing devices when
both of the user’s hands are occupied holding everyday ob-
jects. These situations arise in many contexts, for instance
while working with tools in the kitchen, workshop, or office,
or while carrying bags for shopping or traveling.

Advances in miniaturized, embedded or wearable sensors
now open up opportunities for new forms of gestural in-
put with busy hands: subtle and rapid microgestures [3]
performed using a single hand. These one-handed micro-
gestures can be performed along with a primary task with
a handheld object, as they require only subtle finger move-
ments and interrupt the primary task only for a few seconds.
We envision such gestures to be useful for controlling com-
puting devices while using conventional, passive handheld
objects. Some example use cases are shown in Figure 1: for
instance, the resulting gestures could be used to access a user
manual while holding workshop tools, to control a video tu-
torial about sewing while holding a needle, or to intuitively
switch between drawing tools while holding a pencil. We
also believe these microgestures offer powerful means for
interacting with new types of ubiquitous computing devices.

Microgestures have already proven to be useful for direct
and subtle interaction with ubiquitous computing systems
[8, 20, 27]. Prior work has systematically investigated single-
hand microgestures in a hands-free context [7]. It is to be
expected, however, that hands-free microgestures are consid-
erably different from gestures that can be performed when
hands are busy. The number of fingers needed for holding
or manipulating the handheld object largely constrains the
set of possible microgestures. Comparably little prior work
has investigated this setting. Pioneering work by Wolf et
al. [50] has contributed an early investigation with 3 objects,
while other work has investigated gestures on self-sustained
objects, such as the steering wheel [2]. However, we still
lack a systematic investigation of a more comprehensive set
of object geometries and their respective grasps to inves-
tigate the complex relationship between handheld objects
and microgestures. It remains an open question as to what
are appropriate interactions from an end user’s perspective
when hands are busy holding an object.

In this paper, we present results from an empirical user
study with 20 participants that elicited microgestures while
the hand is holding an object. We call those “grasping micro-
gestures”. It is the first such study that systematically com-
pares a large set of grasps and handheld objects of various
geometries and size. Using a taxonomy of six different grasps

and two object sizes, we selected 12 representative handheld
objects from various domains. Our study employed the user
elicitation method introduced by Wobbrock et al. [48]. The
analysis of over 2,400 user-generated microgestures for 10
referents on all objects allowed us to identify user agreement,
user’s mental models and gesture preferences. Our key find-
ing is to answer how grasps and object geometries affect
the design space of microgestures performed on handheld
objects in the light of the interactional constraints caused
by holding a physical object in one’s hand. We character-
ize users’ preferred types of action when hands are busy
and show that these actions mainly depend on the referent,
rather than on the grasp or object. In contrast, the choice
of fingers and action location is strongly influenced by the
grasp and the size of the handheld object.
We add to the existing elicitation method by proposing

statistical clustering of users’ elicited gestures. This approach
facilitates finding previously undiscovered patterns through
a full data-driven interpretation. It identified similarities of
among different geometries and ultimately allowed us to
present three main cluster sets of gestures that cover inter-
actions for all 12 varied objects.

We further derive design implications that guide designers
of microinteractions in choosing microgestures compatible
for use with handheld objects. Subsequently, we identify rec-
ommendations for the design of future sensors and gesture
recognition systems. We believe our results are an important
step toward enabling gestural interfaces that are compatible
with varied settings when the user’s hands are busy.

2 RELATEDWORK
Our study is informed by prior empirical elicitation stud-
ies, conceptualizations of grasping, and advances in sensing
techniques for microgestures:

Elicitation Studies of Gestural Interaction
Previous work has identified the importance of including
end-users in the gesture design process [31, 32, 34, 48, 49].
It has been shown that gestures defined by larger groups
are easy to remember, since they are conceptually simple
and less demanding. The method of eliciting gestures from
end-users, initially proposed by Wobbrock et al. [49], has
quickly found widespread use in various areas, ranging from
tabletop gestures [49] to drones [12]. More closely related to
our work are elicitation studies of microgestures and gestures
performed with handheld objects. A recent study by Chan et.
al [7] investigated properties of single-hand microgestures,
including actions and fingers used, but in an empty-hands
setting without objects. Several studies have investigated
gestures on self-sustained objects, such as steering wheels
and bike handles [2, 11, 44]. Our work is different in that
users had to continuously hold the handheld objects.



Little previous work has empirically investigated input
while the user's hands are busy. Lee et al. [23] explored
deformation-based user gestures on various materials such
as plastic, paper, and elastic cloth. We followed a similar
approach using real-world objects. In our work, we leverage
the gripping posture and embrace the challenge of using only
one hand. We took inspiration from previous work by Wolf
et al. [50], who investigated micro-interactions to support
secondary tasks while the user's primary task involves hold-
ing an object. This work investigates three objects: steering
wheel, cash card and stylus. Gestures are identi�ed based on
consultation with four experts. We extend this work by in-
vestigating a wider variety of 12 objects, conceptually based
on a taxonomy of grasps. Based on a large set of gestures
elicited from end-users we contribute the �rst empirical anal-
ysis of how grasps and object size a�ect the properties of
microgestures.

Taxonomies of Grasping

The rich variety of possible actions that can be performed
by the hands has been conceptualized in di�erent domains,
including in medical, robotics, and bio-mechanical �elds.
Taxonomies of discrete grasp have been proposed for various
goals [5, 9, 19, 25, 33]. Schlesinger [39] put forth a classic
taxonomy initially developed for designing prosthetic hands.
A comprehensive survey of grasp taxonomies can be found
in [28].

Sensing Hand Gestures

In recent years, considerable advances have been made in
sensing input performed with hand and �nger gestures. Var-
ious sensing approaches have been presented for detecting
hand gestures. Camera-based approaches [4, 8, 14, 20, 27,
29, 43, 51], electromyography-based approaches [37, 38] and
bioacoustic approaches [1, 10, 14, 21, 52] have demonstrated
the recognition of one-hand gestures. Passive techniques are
also proposed [22]. Another highly accurate motion-tracking
approach detects microgestures based on millimeter-wave
radar [24]. Furthermore, researchers have demonstrated sens-
ing by instrumenting the skin itself [18,35,46]. As an alterna-
tive to augmenting the user's body, sensors can be integrated
into the object [40, 41, 53]. Recently, [15] has suggested cre-
ative alternatives for no-handed interactions with smart-
watches. Although research on sensing of interaction while
hands are holding objects is still in an early stage, one of
our aims with this study is to provide guidance on future
research in sensing.

3 METHOD

To investigate how users perform microgestures while they
are holding objects using various grasps, we conducted an
elicitation study.

Participants

20 healthy participants (10m, 10f, mean 26.2y; median 25y;
2 left handed) were recruited from di�erent professional
backgrounds (arts, engineering, law, psychology) and various
cultural backgrounds (Western Europe, Middle East, India,
China, USA). Participation was voluntary. Each participant
received a compensation of 20 Euros.

Apparatus

Following the method proposed by Wobbrock et al. [49], we
intentionally refrained from using any sensing technology
so as not to bias the user's response by restrictions imposed
by equipping everyday objects with sensors. Participants
used passive handheld objects. No additional feedback was
provided. The entire session was video recorded.

Referents

Our list of referents is informed by [7, 49]. In total, we se-
lected 10 referents that comprise discrete (select, delete), bi-
nary (accept/reject, next/previous) and continuous (increase,
decrease, move, rotate) commands. We kept the set of refer-
ents compact, �rst because microinteractions are commonly
used for a small set of simple and quick commands that do
not disrupt a primary activity, and second to keep the study
feasible despite the number of conditions, which was con-
siderably larger than in typical elicitation studies from prior
work.

Grasps

We based our grasp conditions on Schlesinger's seminal
classi�cation of six prehensile postures that account for
variations in object shape, hand surfaces and hand shape
[28, 39]. This classic taxonomy is frequently used in prior
work [13, 16, 17, 36, 38, 42]. The grasp conditions are:

� Cylindrical: for holding cylindrical objects, such as a
co�ee mug.

� Palmar: for grasping with palm facing the object, such
as grasping a book.

� Hook: for grasping a heavy load such as a bag.
� Lateral: for grasping �at objects such as paper.
� Tip: for grasping small objects such as a pen.
� Spherical: for holding spherical objects such as a ball.

Object Size

We hypothesized that within each grasp type, the size and
weight of the object would a�ect the grasp and hence the
set of microgestures that can be performed. We performed a
pilot study with two interaction designers who were asked
to perform any microgestures they could think of on objects
of largely di�ering weight (ranging from a feather-weight
styrofoam ball to a 10 kg dumbbell) and largely di�ering size



Figure 2: Selected grasps and corresponding objects for
small and large object sizes.

(ranging from tiny needle to a 75 cm yoga ball). The results
of this pilot study indicated that size has a strong e�ect on
microgestures. To give only one example, while holding a
cylindrical object of small diameter, the user can perform
actions such as snapping around the object or touching his
�ngertips. These are not possible with larger diameters. We
found that weight has a much less strong in�uence on the
microgestures that can be performed, as long as the weight
allows a user to comfortably hold the object using a single
hand. For example, one can tap the same way on a very heavy
ball and on a lighter ball.

We therefore decided to investigate variations of object
size only and selected a small and a large object for each
grasp.

Representative Handheld Objects

We chose a total of 12 handheld objects that represented
our 6 grasp conditions as well as a signi�cant variation in
size within each grasp. The set of objects is shown in Fig. 2.
To identify representative objects that cover varied environ-
ments, two interaction designers have iteratively compiled a
list of objects, selecting objects from the literature [26, 50]
and adding further ones from everyday usage. We opted
for real-world objects instead of abstract geometrical props
to make it easier for participants to conceive gestures they
would make in a realistic setting. Our �nal set of objects
contains:knife andhammerfor cylindrical graps;small card-
board boxandlarge cardboard boxfor palmar grasp;bags with
small and large handlefor hook grasp;credit cardandA4-size
paper sheetfor lateral grasp;sewing needleandmarkerfor
tip grasp;pestleandscrubberfor spherical grasp.

Task and Procedure

We used a within-subject design. The order of referents,
grasps and object sizes was randomized. Participants elicited
gestures while standing. First, we chose one of the 12 objects
(in random order). The participant was given the object that
represents the grasp and object size condition of this trial and
was asked to naturally hold it steadily in the dominant hand.

For each object, we then presented all 10 referents one after
another, in a random order. For each referent, the participant
had to make a microgesture using the same hand that was
holding the object. To reduce legacy bias, we appliedpriming
[30] by informing participants about the potential of such
`Grasping Microgestures'. In addition, we ensured today's
computing technology was neither used nor visible during
the study: names of objects and referents were presented on
paper slips, and we asked participants to place their personal
devices out of sight.

In a few cases, the participants chose a di�erent grasp
than the one to be tested in the trial. Then the experimenter
asked the participant to present a second gesture using the
correct grasp. We also asked for a second alternative if the
proposed gesture involved rotation or movement of the ob-
ject. This was taking into account that in some real-world
environments it would not be possible to move or rotate the
object (e.g., a glass full of water or a power tool).

For each participant, the experiment took approx. 3 hours
and was conducted in two sessions of 1.5 hours each.

Analysis

Overall, we elicited 10 (referents) x 6 (grasps) x 2 (object sizes)
x 20 (participants) = 2,400 microgestures. An additional 131
microgestures were performed in case of change in grasps,
object movement or rotation, as described above. This gave a
total of 2,531 gestures. We used descriptive labeling, chunk-
ing, and phrasing [6] for our data analysis. We analysed more
than 50 hours of video recording and manually annotated
each proposed gesture with its properties: which type of
action was performed (e.g., tapping, sliding, pressing), direc-
tion (if applicable), count (e.g., 2 for double-tap), �nger(s)
used (including phalanges of the �ngers and the thenar and
hypothenar eminences), location type (on object, on body, or
in air), location on object faces (similar to [2]). The labels for
action type and location type were iteratively re�ned using
an open coding approach.

4 RESULTS

In this section, we present results of the elicitation study.
We analyze agreement between participants and analyze the
properties of the proposed microgestures, including action
types, location of interaction and �nger usage. The results
show that microgestures strongly depend on the type of
grasp and the size of the handheld object, as these o�er dif-
ferent a�ordances and constraints. We are able to show that
all 12 object conditions can be clustered into four types, for
each of which we present a consolidated consensus gesture
set.



Figure 3: Agreement rates for all referents, shown individually for grasps and object sizes.

Agreement Rate

To identify the level of consensus between participants' pro-
posals, we calculated agreement rate between participants
using the AGreement Analysis Toolkit (AGATe) and the mod-
i�ed agreement rate introduced by Vatavuet al.[45]:
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jPj
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We considered participants to be in agreement if they
proposed a gesture of the same action type and the same
properties, for instance same direction of swiping or same
number of taps. This resulted in 18 unique gestures. Agree-
ment rates were calculated individually for each grasp and
object size.

The results are shown in Figure 3. Agreement rates ranged
from 0.049 (low agreement, AR� 0.1) to 1.000 (very high
agreement, AR > 0.5). The mean AR across all objects and
referents was 0.281 (SD = 0.19), which can be quali�ed as
medium agreement (0.1 < AR < 0.3). This range of agreement
is comparable with those reported in prior work involving
hands as a primary input [7, 23, 47].

Agreement rate among di�erent referents.We observed con-
siderable variation in agreement rates for di�erent referents,
as commonly reported in prior work. Participants appeared
to agree more for commonly used operations like Select. This
can be explained not only by a stronger legacy bias, but also
by the relative ease of �nding a simple mapping for referents
such as tapping for select. We also observed higher consen-
sus for commands related to physical actions (Move, Rotate),
for which most participants proposed gestures that involve
directional movement. In contrast, we observed lower agree-
ment rates for critical commands such as Delete and Reject.
Many participants intended to avoid false activation of such
critical operations and hence tried to make unique sugges-
tions.

Agreement rate among di�erent grasp types.Our results re-
veal that agreement rates vary among di�erent grasp types.
Palmar and Cylindrical grasps show higher agreement than
the remaining grasps. This �nding might be related to the
constraints imposed by these grasps, which restricted �nger
movement more considerably than in other grasps. Object
size had a less considerable in�uence on agreement rates.

Action Types

To understand what actions the proposed microgestures con-
tain and how the choice of action depends on the referent
and on the handheld object, we identi�ed action types and
their distribution for referents and objects.

The results are depicted in Figure 4(top). They show that
the type of action chosen strongly depends on the referent.
We identi�ed the following action types:

(1) Tap(26.1% of all proposed gestures): Participants chose
tapping actions most frequently for 3 of the 10 refer-
ents (Select, Accept, Delete). For Select, 79.3% of all
proposals involved tapping. During the think-aloud
session, users mentioned its ease and resemblance to
input on touch devices. Participants also leveraged the
spatial precision of choosing one speci�c location of
tapping in a some proposals for Accept, Reject, and
Delete, as well as for Next and Previous.

(2) Press(8.2%): Press was among the least performed ac-
tions. Some participants intentionally used pressing,
as opposed to tapping, as a means to con�rm for Select,
Accept, and Delete.

(3) Stretch(9.2%): Some proposals included in-air �nger
movement, such as pointing with a �nger, or stretching
out one or multiple �ngers. For Reject and for Delete
16 participants proposed stretching out two or three
�ngers (middle, ring and pinky), as if to �ick something
away.

(4) Swipe(37.7%): Continuous actions such as Increase-
Decrease and Next-Previous leveraged the �uid, direc-
tional as well as continuous nature of swipes. Although
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