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PREFACE

It was a foggy night in December, 2011. I was standing outside one of
Paris’ train stations, keeping a lookout for two strangers I was about to
meet. In the weeks leading up to this meeting, I had sent out e-mails to
various tattoo artists to discuss the possibility of tattooing interactive
systems on to the body. One of the few people to respond was a body
modification artist, who I ended up having long e-mail discussions with.
We talked online about implants and other interactive body modifica-
tions. Finally we decided to meet up in person, so, with a backpack
full of electronics, I took the train to Paris to meet up with one of the
world’s most acclaimed and respected body modification artists.

We spent the evening sharing what we knew. I learned a lot about bio-
compatibility and did my best to explain the technological constraints
and opportunities regarding implants that I was aware of. Towards the
end of the conversation, I asked, "Can you please put a magnet in my
hand?"

I had seen magnetic implants before. I had a friend who could magi-
cally collect beer bottle caps with her magnetic implants as a party trick.
Magnets interested me for a different reason, though: When subjected
to alternating electromagnetic fields, these magnets vibrate, allowing
the implantee to feel the field.

After a short discussion, we agreed I would receive an implant the
next morning. At 7:30 a.m., I found myself in a chair in a piercing
studio. I had seen pictures of the procedure before and was happy to
have an expert perform the implantation on me. The whole thing would
have taken less than three minutes, had I not almost fainted at the site
of a �4 mm needle. All in all, though, the process was less unpleasant
than having blood drawn.

It healed up quick enough as well. Figure 1 shows the implant in
action, about a week after implantation.

initial experiences with an implanted magnet

Initially, I was disappointed. The magnet was either deeper in my hand
or weaker than the ones I had seen before. This made it impossible to
pick up bottle caps (which, to be honest, I was really looking forward
to doing, despite my claims that it was all in the pursuit of knowledge).
However, I was also unable to feel anything interesting with it, which
was even more disappointing.

At the beginning, I tried exploring what I could do with my new
invisible toy. Two weeks after I got the implant, I accidentally (OK,
there might have been an element of curiosity involved as well) moved
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Figure 1: Party trick, using implanted magnet.

a strong magnet too close to the implant. The magnetic fields did not
align, which caused the magnet inside my hand to twist. This was not
a pleasant sensation (though it didn’t hurt – it was more like my hand
tickled from the inside). I assume this was not especially beneficial to
the healing process.

After a while, I almost forgot I had the magnet, and stopped fooling
around with it.

sensing electromagnetic fields

At the time, I had just bought a new laptop for writing my bachelor
thesis on. An 11" Thinkpad. It was so small that as I rested my palms on
it for typing, part of my palm extended beyond it. When the laptop’s
ventilation fan went on, I could feel its warm wind on my palm.

One evening, I decided to make myself warm milk. Because I was
holding something in my right hand, I used my left hand to turn on
the microwave. Immediately, warm wind started blowing against my
palm. If I had been using an oven, this would not have surprised me,
but a microwave is not supposed to generate warm wind. I put down
whatever I had in my right hand and reached for the microwave again.
No warm wind. With my left hand: warm wind. After a moment of
confusion, it hit me: the magnet was letting me feel the microwave’s
electromagnetic field.

Not only was I feeling the electromagnetic field: I had also performed
Pavlovian conditioning on myself to associate the vibration with warm
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wind, as whenever my laptop heated up, the fan would turn on. The fan
made warm wind blow against my palm while simultaneously vibrating
the magnet, and I ended up associating one with the other.

Once I realized that, the sensation changed slightly: it was less warm
wind and more a feeling of its own, though still sort of warm-wind-like.
I was able to map out where the field was. Interestingly, it was highly
lopsided, expanding far into the room from one corner of the microwave,
while I could hardly feel it on the other sides.

The warm wind sensation has since gone away. When there is an
electromagnetic field, I feel vibration. The novelty wore off quickly. I can
feel microwaves and refrigerators. Most other things I can’t. Sometimes
I feel a security system in a library. Once, I walked along a wall in
Brooklyn and could feel a massive electromagnetic field emanating from
behind the wall. I never figured out what it was coming from, though.

open questions

This process and the resulting experiences left me with a number of
questions. The implanted magnet is not really useful, but it is a fas-
cinating information channel. So how could it be made more useful?
What kind of information could it provide?

Initially, I was interested in creating technology to control the haptic
feedback provided by an implanted device. Could we somehow map the
vibration to stimului more relevant to day-to-day life? In the years that
followed, I spent a significant amount of time learning how to reduce
circuit sizes and power requirements to ultimately design an interac-
tive device which might be implanted [169]. An alternative method of
inducing vibrations inside the body might be to piggy-back onto the
magnet and use external hardware to actuate it. An exploration of such
hardware is presented in Chapters 2 - 4.

I soon realized that the much more complex question is how to de-
sign the feedback itself. For my bachelor thesis (the one I was writing
when I first felt the "warm wind") I explored using vibrotactile feed-
back for transmitting touch-information. I found that people using my
system experienced these vibrations as symbols indicative of touch. A
participant explained the experience of being remotely touched in the
following way: “The thing is, we both know that she is touching me. But See also the

corresponding video on

the Mediated Touch
system: https://youtu.

be/1Bx71aYF6CA.

she maybe doesn’t feel like she is really touching me, as she’s just touching

the robot, and I don’t feel it with my body, because I just feel vibration.

But just the fact the we know that she is touching me can create some-

thing...” [164]. The experience remained a symbolic one, a far cry from
the direct mediation I was aiming for.

In the mediated touch example, as with my implant, vibration pro-
vides information. The information can be interpreted and one can
assign meaning to it. However, I have since come to the conclusion
that providing haptic feedback through buzzing is similar to provid-
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ing visual feedback with a strobe light. It works, but it does not take
advantage of the richness of the sensory channel.

In my initial experience of sensory information through the magnet,
I felt warm wind. I had the closest thing I can imagine to direct infor-
mation transmission. Eventually the richness of this experience faded.
How could we provide haptic feedback to take advantage of the rich-
ness of our tactile perception? How can I provide feedback which is
not something symbolic requiring interpretation, but something akin
to access to the phenomenon itself? Working on ReFlex (Chapter 5)
pointed me in a direction I thought I might find answers. I explored
this direction in two studies of perception presented in Chapters 7 and
10. I further explore the idea of how to present an experience instead
of a symbolic representation in Chapter 14.
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ABSTRACT

Imagine running your finger over a grid. The fingertip will start vibrat-
ing as it hits each individual element. This vibration is a function of
both the spacing of the grid and the speed with which you move over it.
Interacting with everyday objects, if our skin is vibrated, this vibration
typically occurs coupled to the speed with which we perform an action.
This thesis explores haptic feedback design, based around the principle
of closely coupling vibrotactile feedback to user actions.

Part I of this thesis discusses novel technologies for providing haptic
feedback. I present Magnetips – a technology for tracking a magnet
and providing vibrotactile feedback through the magnet over short dis-
tances – and ReFlex – a flexible smartphone with bend-input which
provides vibrotactile feedback coupled to the bending motion. I present
interaction-scenarios enabled by Magnetips, including interactions us-
ing an implanted magnet. Using ReFlex I present an initial exploration
of input-mappings and output parameters for vibrotactile feedback
from which new material experiences emerge.

Part II investigates the perception of output parameters and input
mappings further. I present a magnitude estimation study which pro-
vides further insight into vibrotactile output parameters. Using quali-
tative in-depth interviews I present an overview of the breadth of ex-
periences which can be created by varying the input mappings of such
systems. Together the studies provide an initial systematic exploration
of how to parametrically create material experiences using vibrotactile
actuation.

Finally, in Part III, the findings are summarized and I explore their
theoretical consequences. The results highlight the need for a theoret-
ical framing to push the research forward. I present considerations on
such a framing as a starting point for future theoretical work. Specifi-
cally I highlight that the switch in perception from vibration to material
experience should receive further attention and that there is utility in
considering embodied interaction at temporal scales below 100 ms; be-
low the deliberate act. I conclude Part III by presenting an example
sensory augmentation technology, which highlights how the practical
results and theoretical considerations might be applied.
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DANSK RESUMÉ

Forestil at din finger kører over et gitter. Fingerspidsen begynder at vi-
brere, når denne rammer de enkelte elementer. Vibrationen er en funk-
tion af både afstandene i gitteret og den hastighed, hvormed du bevæger
dig over den. Ved interaktion med hverdagsobjekter, hvis huden vibr-
eres, forekommer denne vibration typisk i kobling til den hastighed,
hvormed vi udfører en handling. Denne afhandling udforsker design af
haptisk feedback baseret på princippet om tæt kobling af vibrotaktil
feedback til brugerhandlinger.

Del I af denne afhandling diskuterer nye teknologier til at give haptisk
feedback. Jeg præsenterer Magnetips – en teknologi til at spore en mag-
net og give vibrotaktil feedback gennem magneten over korte afstande
– og ReFlex – en fleksibel smartphone med bøjnings-input, der giver vi-
brotaktil feedback koblet til bøjningsbevægelsen. Jeg præsenterer inter-
aktionsscenarier muliggjort af Magnetips, herunder interaktioner ved
hjælp af en implanteret magnet. Ved hjælp af ReFlex præsenterer jeg
en indledende udforskning af kortlægning af input samt output parame-
tre for vibrotaktil feedback, hvorfra nye materialeoplevelser opstår.

Del II undersøger perceptionen af outputparametre og kortlægning af
input yderligere. Jeg præsenterer en størrelsesestimeringsundersøgelse,
som giver yderligere indsigt i vibrotaktile outputparametre. Ved hjælp
af dybdegående kvalitative interviews præsenterer jeg et overblik over
bredden af oplevelser, der kan skabes ved at variere kortlægning af
input af sådanne systemer. Sammen giver undersøgelserne en første
systematisk udforskning af, hvordan man parametrisk skaber materielle
oplevelser ved brug af vibrotaktil aktivering.

Endelig opsummerer jeg i del III resultaterne og udforsker deres teo-
retiske konsekvenser. Resultaterne fremhæver behovet for en teoretisk
ramme for at drive forskningen videre. Jeg præsenterer overvejelser om
en sådan udformning som udgangspunkt for det fremtidige teoretiske ar-
bejde. Specifikt fremhæver jeg, at skiftet i opfattelsen fra vibrationer til
materielle oplevelser bør gives yderligere opmærksomhed, og at der er
ræson i at overveje kropsliggjort interaktion i størrelsesordenen 100 ms;
under den bevidste handling. Jeg konkluderer del III ved at præsentere
et eksempel på teknologi til sensorisk augmentation, der fremhæver
hvordan de praktiske resultater og teoretiske overvejelser kan anven-
des.
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1
INTRODUCTION

Here I present research that I conducted in the last several years, explor-
ing haptic perception and building haptic feedback technologies. This
thesis explores why the material world feels the way it feels, and how
we might use such knowledge of perception in the design of interactive
devices.

When you reach out and touch a large boulder, what happens that
makes you think, "This part here feels smooth, while this part over
there is rough and sharp"? Understanding this perceptual process might
one day allow us to create a synthetic representation of that boulder
which provides material experiences closely approximating those of the
physical object.

I could simply reconstruct the boulder and suggest you touch the
duplicate. However, just as I need not reconstruct the entire boulder
for you to be able to see it (it is sufficient for me to reconstruct its
visual properties in an image), it may one day be desirable to recon-
struct the boulder’s material properties without duplicating the entire
boulder. This is currently not possible. In this thesis, I demonstrate
that non-grounded vibrotactile feedback is able to approximate mate-
rial properties to a much closer degree than typically assumed. I achieve
this by generating vibrotactile stimuli in synchronicity with the motion
of the body.

My primary interest lies not in simply replicating the physical world
in a virtual world. Instead, by understanding how to haptically encode
information, I want to make experiences beyond our current percep-
tual horizon accessible to us. Might we encode gravitational waves or
the movement of the stock market in ways which are intuitively under-
standable to us? The studies and prototypes presented in this thesis Not all data appear

equally well suited for

all sensory channels.

For example, the

recently increased

interest in

gravitational waves

might be related to the

new practice of

presenting them as

audio rather than

visual graphs or figures

[72].

bring us one step closer to that vision.
In practice, my work oscillates between tinkering with technologies

and conducting basic research on perception. To create new technol-
ogy is to create new experiences. Investigating how perception works
is often supported by the development of novel tools and technologies.
Understanding technological constraints helps us ask relevant questions
regarding perception, while understanding perception teaches us how
to make better use of the opportunities that technologies provide.Thus,
my technological explorations and empirical studies are closely inter-
twined and interdependent.

In this thesis, for sake of clarity, I separate my technological tinkering
from my perception research. Part I deals with novel technologies and
devices. Part II deals with studies of perception. And Part III reflects

1



2 introduction

on what we have learned from all these things beyond the individual
contributions of each paper.

1.1 contribution and positioning

Because the four manuscripts upon which this thesis is based are so
different, each contains its own Related Work section. In the present
section, I provide a high level overview of the context of my work, and
clarify how my work is distinct from other research in the area.

Much of my work explores the use of vibrotactile feedback for render-
ing material experiences. Specifically, I generate vibrotactile feedback
so that the frequency of discrete pulses is relative to the movement
of users. I demonstrate that such vibrotactile feedback – closely cou-
pled to human motion – can be used to render a multitude of material
experiences. What distinguishes my work most from related work –
such as the seminal paper by Romano and Kuchenbecker [146], and the
awe-inspiring and beautiful work by Ousaid, Millet, Halliyo, Régnier,
and Hayworth [134] – is that I am not aiming to replicate any specific
experience and that I am not necessarily interested in realism.

Romano and Kuchenbecker [146] demonstrated that it is possible to
record the vibrations of a pen moving over a textured surface and then
play those vibrations back on a similar pen when it is being moved over
a non-textured surface. A user writing on a glass tablet could be given
the sensation they would experience if they were writing on something
with a rougher texture, such as paper or canvas [36, 146]. Ousaid et al.
[134] demonstrated that such high-resolution haptic systems can also be
designed to operate in real time, simultaniously measuring a force and
playing it back. The system presented by Ousaid et al. amplifies forces,
allowing users to experience what it might be like to arm-wrestle an ant.
Another impressive experience provided by that system is penetrating
a drop of water with a needle. One feels the resistance of the drop’s
surface, and then experiences the moment that the needle enters the
drop, before being sucked in by surface tension [134].

In comparison, my work is low-fi, more closely related to the para-
metric approach used by Kildal to simulate compliance [90]. I do not
measure the properties of the real world, nor do I create hyper-realistic
experiences. Instead I investigate if such experiencees might be approx-
imated using simple heuristics. In doing so, my aim is not so much to
create a specific experience, such as replicating the experience of touch-
ing a stone. Instead, I am interested in learning more about what it is
that makes the stone feel the way it does. The reason for my interest in
the why rather than the how is that I have the hope that understand-
ing why we experience things the way we do will help us design novel
experiences in a systematic and empirical way. By asking why, I aim to
provide an empirical approach to exploring the importance of embod-
iment for interaction – in reaction to, and complementary to, existing



1.1 contribution and positioning 3

qualitative frameworks such as those by van Dijk [43] and Klemmer
[96].
My interest in the why is in part sparked by Peter Paul Verbeek’s

account of Don Ihde’s relations of mediation [186]. Ihde distinguishes
between "embodied mediation" and "hermeneutic mediation." Accord-
ing to Ihde, hermeneutic mediation occurs when we check the ther-
mometer to determine the temperature. The thermometer provides us
with a symbolic representation of the world. The thermometer might
be considered an extension of the world that delivers information to
us. An example of embodied mediation can be found in a dental probe.
Through the dental probe, the dentist experiences features of the teeth.
With the dental probe, unlike with the thermometer, the experiences
are not encoded as numbers or indicators which the user interprets.
One might say that the dental probe extends the body towards the
world, providing the doctor with additional access.

I am fascinated by this idea of embodied mediation, and by studying
the why of haptic perception, I provide initial steps towards an empiri-
cal approach for designing this type of embodied experience. To provide
utility for HCI research, such an empirical approach needs grounding
in practice. I provide this grounding by presenting general purpose im-
plementation strategies, based on my experiences of designing haptic
devices.
It should be noted that all technologies explored in this thesis are

transparent, in the sense that they have the ability to augment our per-
ception without reducing our access to the world. They are augmented
reality technologies, introducing new sensations without restricting ex-
isting sensations. This is in contrast to virtual reality technologies,
which encapsulate the user and block perception of the surrounding
physical world. This design consideration is implicitly present in all
work presented in this thesis.
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1.2 synopsis

As noted above, this thesis consists of three parts, the first discussing
haptic technologies, the second discussing haptic perception, and the
third presenting the implications of the work.These technologies

were collaborations,

drawing on the varied

skillsets of each

author. I am proud of

these two papers not

only because of their

technical contributions,

but also because of how

beautifully my

colleagues and I

worked as a team.

Part I - Technologies

The first technology presented in this thesis – Magnetips (Chapter 2)
– is a system for remotely tracking and actuating a magnet, either
subcutaneous or attached to a fingernail. The primary contribution is to
demonstrate that one might build an actuator which can be controlled
at a distance in such a way that it provides an impulse at a specified
time and location.

The second technology is ReFlex (Chapter 5), a flexible smartphone
that can change its perceived material properties using vibrotactile feed-
back. The paper explores input mappings for using bending to navigate
digital content. We then pair these input mappings with different haptic
rendering methods and deploy them in targeting tasks. We demonstrate
that certain combinations allow material experience to emerge.These perception

studies are

collaborations, but they

were primarily driven

by me. The bulk of the

work and all final

decisions are mine –

the good and the bad.

Part II - Perception

The devices presented in the previous section can create vibrotactile
feedback with much greater precision than traditional vibration motors.
In our first study of material experiences, Generating Haptic Textures

(Chapter 7), we explore how varying the control parameters of a haptic
slider affects the experience of moving it.
In a second study, we keep the vibrotactile output parameters con-

stant, and vary the motion used to generate the vibrations. In PulseAll papers are included

as published. Minor

changes are made to

improve readability

and to better fit the

format of the thesis.

Many images have

been reworked and

improved. Comments

and additional context

I wish to provide

directly to these

manuscripts can by

found in margin notes

like this one.

Trains (Chapter 10), we present a qualitative in-depth analysis of how
various motion-feedback mappings are experienced.

Part III - Implications

In part III of this thesis, I summarize the findings from the previous ex-
periments and the implications of the technology designs. I then outline
theoretical implications of this work and then present considerations
and initial steps towards an empirical theory of embodied perception
for HCI. I conclude by providing a simple example of a possible applica-
tion, and I explain how I imagine the pragmatic findings and theoretical
considerations of my work could be implemented.



1.3 other material 5

1.3 other material – reactions

Often, a paper that is submitted and published is disconnected from the
context of the research it documents. Furthermore, the need to conform
to a word count means that valuable material sometimes needs to be
cut. In this thesis, I remedy these problems by adding supplementary
material in the chapters directly following each of my published papers.
In these added chapters, I share both the context within which I chose
my research questions and some post-hoc methodological reflections
and supplementary material.
After Paper 1, Magnetips (Chapter 2), I explain how the system

might be used to interact with an implanted magnet, and provide initial
data on how such interaction might be experienced.

After Paper 2, Reflex (Chapter 5), I report on an additional exper-
iment which was cut from the paper after an initial round of reviews.
This experiment is important, as it shaped how I approached the stud-
ies of the following two papers.
Paper 3, Generating Haptic Textures (Chapter 7), left me with a feel-

ing of unease. We used an established experimental method. However,
I was never completely satisfied that we chose the right method, or
that we took full advantage of the method in our data analysis. In the
reactions to Paper 3, I examine the analysis process from first princi-
ples and present a follow-up analysis based on this examination. I hope
that this work may be useful for other HCI researchers wishing to use
magnitude estimation.
For Paper 4, Pulse Trains (Chapter 10), I struggled to fit the richness

of hours of interview data into the format of a Conference on Human
Factors in Computing (CHI) paper. I therefore share some more inter-
view excerpts which I found especially interesting. Body-UI

(www.body-ui.eu) is an

ERC-funded project,

under the leadership of

Kasper Hornbaek, at

the University of

Copenhagen, that aims

to establish a scientific

foundation for the

next generations of

body-based UIs.

Papers 1, 3, and 4 were conducted as part of the Body-UI research
project. A tension was reconciling, on the one hand, my fascination
with phenomenologists’ and post-phenomenologists’ discussions of the
role of the body, along with my fascination with embodied interaction
(as encountered at Conference on Tangible, Embedded and Embodied
Interaction (TEI)), with, on the other hand, the strict empirical ap-
proach to science demanded by my supervisor, Kasper Hornbaek. In
fact, not only I, but all of us in the research team were confronted by
a situation in which we were researching topics relating to the body
in HCI without a clear methodological or theoretical grounding. This
situation led to an eclectic and delightful collection of research outputs,
including on-body interaction [17], Electric Muscle Stimulation (EMS)
[98], truth detection [118], eTextiles for the body [55], skin irritation
as a feedback method [140], and agency [18]. This situation also led to
repeated brainstorm sessions on what Body-UI is and what it should
be, discussions which typically did not converge to a single idea.
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Within this context, I developed my own ideas and principles which
I find important when considering the role of the body in HCI. This
development has led to the content of Part III of this thesis, where I
discuss the higher level implications of my work and how they might
help us form an empirical approach to embodied interaction.

1.4 concurrent work

The work presented in this thesis is not a collection of all of my re-
search output to date. Rather, it presents four papers which have as an
intersection a fascination for materiality, and a desire for finding better
ways to take advantage of an important information channel that has
thus far received relatively little attention in HCI: touch.

A separate area to which I dedicated a substantial amount of atten-
tion in recent years is that of eTextiles. I conducted a technical evalua-
tion of a textile pressure sensor matrix designed by Maurin Donneaud.
Maurin, Cedric Honnet, and I wrote a paper on this matrix which
was published at Conference on New Instruments for Musical Expres-
sion (NIME) 2016 [45]. Subsequently, I collaborated with Cedric again,
further exploring textile matrices. As the idea of interdigitation for op-
timizing such pressure sensor matrices was suggested multiple times,
and was being explored in the DIY and Hackerspace communities, we
conducted an empirical analysis with the support of DIKU student Vic-
tor Hakinsson. Daniel Ashbrook was instrumental in turning the final
drafts of that work into a paper, and Kasper – as he does – kept me
on my toes making sure that the work is methodologically sound. The
paper was published at TEI 2019 [173].

I met textile and fashion designer Rachel Freire in Shanghai, where I
helped her position her work so as to make it appealing for the TEI audi-
ence [54]. Together with Sophia Brueckner, Cedric, and Jarrod, RachelSee also https://

3dtextiles.github.io/. and I then conducted a successful workshop on designing eTextiles for
the moving body at TEI 2018 [55].

The work on textiles included not only external collaborations. To-
gether with colleagues from the Body-UI group, I designed a wearable
sensor that can detect the dynamics of approach behavior as well as
the dynamics of touch behavior. We call it zPatch and presented it as
a paper at TEI 2018 [172].

I helped Jarrod Knibbe create a 56 electrode EMS stimulation sleeve
which was used to explore automatic calibration EMS pose control. The
resulting paper was published in the IMWUT Journal and presented
at UbiComp 2018 [98]. Jarrod and I collaborated with Rachel on a
second generation version of the sleeve, but it has yet to be submitted
for publication.

Finally, I had the pleasure of visiting Joe Paradiso’s group, Respon-
sive Environments, at the MIT Media Lab. Together with Juliana Cher-
ston, I built a robotic mesh-lander for grappling onto asteroids. It was

https://3dtextiles.github.io/
https://3dtextiles.github.io/
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deployed in a zero-gravity environment [35]. My time with Responsive
Environments was important in helping me frame many of the ideas I
describe in Chapter 15.





Part I

D E V I C E S & T E C H N O L O G I E S

In this section I present two projects where the technology stood in
the foreground. In the first paper, Magnetips, I explore how a magnet
can be tracked and actuated over a distance. This work provides
interesting opportunities for around-device interactions, while also
pointing towards novel synergies with implanted magnets.

In the second paper, ReFlex, I explore what new interaction
modalities might emerge when our mobile devices become thin, light,
and flexible. We explore bend-input mappings and how they match
with different types of vibrotactile feedback. It is here where I first
explore the concept of coupling vibrotactile stimuli with motion.

Building physical prototypes which are technologically novel and
interesting, while robust enough to be able to run an experiment on
them or demo them at a public event, requires a wide range of skill
sets. For the two papers presented in this chapter, I was lucky to
collaborate with two extremely talented groups of people. What these
papers have in common is that the process that led to them was
organic and collaborative. Both papers were only possible because of
all of its authors, each of whom contributed their own unique skill set.
I am proud of these two papers not only because of their technical
contributions, but also because of how beautifully we worked as a
team.
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Abstract

Around-device interaction methods expand the available interaction

space for mobile devices; however, there is currently no way to

simultaneously track a user’s input and provide haptic feedback at the

tracked point away from the device. We present Magnetips, a simple,

mobile solution for around-device tracking and mid-air haptic feedback.

Magnetips combines magnetic tracking and electromagnetic feedback

that works regardless of visual occlusion, through most common

materials, and at a size that allows for integration with mobile devices.

We demonstrate: (1) high-frequency around-device tracking and haptic

feedback; (2) the accuracy and range of our tracking solution which

corrects for the effects of geomagnetism, necessary for enabling mobile

use; and (3) guidelines for maximising strength of haptic feedback,

given a desired tracking frequency. We present technical and usability

evaluations of our prototype, and demonstrate four example

applications of its use.

2.1 introduction

Research is exploring ways to extend interaction beyond the physical
boundaries of our devices, through Around-Device Interaction (e.g., [16,
53, 97, 127, 160]). This interaction style is especially promising for mo-
bile and wearable devices, as their small displays can limit the available
space for interaction and suffer from fat-thumb occlusion [21].

Integrating these techniques with mobile devices presents a range of
challenges. The tracking techniques, for example, variously suffer from
occlusion (e.g,. [160]), provide only coarse or two-dimensional positions
[70], or require specific lighting requirements [97]. The feedback tech-
niques require active instrumentation of the user (e.g., [159, 185]), only

11
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work in limited directions (e.g., [198]), or have yet to be demonstrated
in mobile form factors (e.g., [159, 198]).

We present Magnetips, a device that uses magnetism to enable track-
ing and haptic feedback for around-device interaction on mobile devices.
This combination enables full 3D tracking and feedback above, around,
and below the device, all within a small mobile form-factor. Magnetips
is the first realisation of a combined technique for around mobile de-
vice interaction that works through clothing, when visually occluded,
in any spatial direction, and with high precision. Magnetips presents
the first example of magnetic tracking that accounts for the effects of
the earth’s magnetic field; affording a truly mobile setup with greater
accuracy than previously demonstrated.

We describe (1) the implementation of Magnetips, (2) an evaluation
of the tracking accuracy, both whilst the device is stationary and in
motion, and (3) a psychophysics study of the user perception of the
feedback, describing the signal parameters that generate the strongest
haptic sensation, and the relationship between feedback strength and
finger position around the device.

These evalutations show that the maximum perceivable range of feed-
back is 56.6 mm (at which distance tracking error is 6.38 mm when
under motion), and the ideal parameters (when tracking below 83 Hz)
are 12 ms signals consisting of 4 ms pulses. This allows a tracking fre-
quency of up to 83 Hz, beyond the frequency of most displays. We
show that with geomagnetism cancellation algorithm, we improve the
tracking accuracy by 17.4% while the device is under motion.

2.2 magnetips

Magnetips is a device that combines tracking and haptic feedback for
around-device interaction. Figure 2 shows our device, consisting of: a
copper coil, four small magnetometers, an IMU, a motor driver, a power
source, and a magnet on the fingernail. The magnet (10x10x1 mm disc
magnet) is adhered to the users’ fingernail. Magnetips can be integrated
in a smart-phone case or snapped on to a smart-watch, to allow for
retrofitting onto existing systems. We envision that the system may
also be integrated within the device itself.
As the user moves their finger around the device, the four magne-

tometers collect field strength readings and estimate the position of
the magnet in three dimensions. To create haptic feedback, we gen-
erate a magnetic field through the coil and alternate the polarity in
order to induce vibration of the magnet. To reduce the size and weight
requirements of the device, we use a coil without a magnetic core.
The high frequency of Magnetips allows feedback and tracking to

be interleaved, whilst maintaining a high tracking rate (>60 Hz, the
tracking rate of most devices’ screens). Another benefit of a magnet-
based approach is that the tracking and feedback is not challenged by
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Figure 2: Magnetips consists of (a) a magnetometer array to track the mag-
net on the fingernail, and (b) a coil to provide haptic feedback to
it. These can be used simultaneously and integrated with mobile
devices (c,d) to enable interactions in the space around the watch
(e).
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occlusion. Magnetips works through materials (such as sleeves, pockets,
and bags), electronics (through displays and internal device circuitry),
and through the body. Magnetips also works in three dimensions around
the device, supporting above, beside, and behind device interaction.

We include an Inertial Measurement Unit (IMU) to track the ori-
entation of the device. This enables Magnetips to reduce the effect of
geomagnetism and maintain accurate tracking in mobile scenarios. To
our knowledge, this is the first work that uses the orientation of the
device to compensate for errors when tracking a passive magnet in 3D.

As a result of the benefits of magnetic tracking and feedback, Mag-
netips affords a range of novel application scenarios. It allows tracking
in all directions around the device. This enables behind device control
and feedback when interacting with a smartphone, for example. This
can also enable on-skin interaction and feedback beside the device. As
magnetic input and output techniques are not effected by occlusion
from most common materials, Magnetips affords eyes-free interaction
through clothes. We discuss the technical implementation and example
applications in detail later in the paper.

2.3 related work

There have been a variety of approaches to using the space around mo-
bile devices for interaction. Capacitive sensing has been used to extend
the input abilities of smartwatches [127] and extend the sensing area
of smartphones to include the area above a phone [73]. Infrared (IR)
depth-sensors have been used to track regions off the device, within a
line of sight of the sensors [27, 97]. Similarly, computer vision based
systems have been deployed in wearable technology [160]. Alternative
approaches include using the skin as an interactive area [129] or phys-
ically extending the size of mobile devices, by, for example, extending
the interaction space to a watch’s wristband [137, 167] or to integrate
with clothing [152]. Recently, electric field sensing has enabled 3D inter-
action around mobile devices [101, 214]. Although there is much work
on increasing the input space, there is little complementary work on
providing haptic feedback at the tracked point.

2.3.1 Mid-air Haptics

The mobility and size constraints of wearables and smartphones present
challenges when integrating a mid-air haptic feedback system. Vibra-
tion, the most common feedback modality in mobile devices, for ex-
ample, requires surface contact. To be used for off-device feedback, a
vibration motor needs to be worn by the user (e.g., [53]), which may
encumber natural hand interactions.

Several approaches to creating mid-air haptic feedback do not require
active components to be worn on the hands. Ultrahaptics uses focused
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ultrasound to create haptic feedback in mid-air [30]. Jets of air [174] and
air vortices [158] have also been explored. While these approaches work
well for larger, stationary applications, currently they lack portability,
which renders them unsuitable for mobile haptic feedback. In addition,
they require an un-occluded position on the surface of the device to
function. In contrast, magnetism can work through materials such as
glass, ceramics, plastics and non-ferromagnetic metals, as commonly
used in devices.
Spelmezan et al. presented a method that provides haptic feedback

using electrical arcs [159]. However, this technology has only been
demonstrated to work close to the surface of the device, which enables
hover interaction up to 4 mm.
Finally, in FingerFlux, Weiss et al. showed that by attaching a per-

manent magnet to the fingertip, attracting and repelling forces can be
felt via electromagnets [194]. By using an array of electromagnets, posi-
tioned beneath a surface, Weiss et al. were able to guide a users’ finger
during screen-based interaction. We build on this work and tailor it to
a mobile solution. We replace the array of small electromagnets with
a single large coil. This design allows us to reduce the size, weight and
power requirements of the FingerFlux approach. Unlike FingerFlux, we
can not discernibly ‘push’ and ‘pull’ the users’ finger, instead we use an
em-pulse-burst to create an off-device vibration in the worn magnet.
A benefit of using a passive magnet for mid-air haptic feedback is

that we can simultaneously use magnetic approaches to tracking the
users’ finger around the device. This tracking benefits from the same
features as the haptic system: tracking in three dimensions, through
materials. In the next section, we present the existing literature on
magnetic tracking.

2.3.2 Magnetic Tracking

There is much work in the area of magnetic sensing for magnet position
estimation. In Finexus [32], for example, users wore electromagnets
on their fingertips to enable accurate hand tracking. We envision a
system that relies on only passive instrumentation of the user, however,
affording a simple, less obtrusive, untethered setup. Therefore, we will
focus on passive magnet tracking.
Research has explored the use of both individual magnetometers, for

a lightweight yet spatially-restricted tracking, and multiple magnetome-
ters, for full 3D tracking.
As an example of single magnetometer use, Ketabdar et al. explored

gesture tracking around the device while the user wears/holds a per-
manent magnet [89]. They used the euclidean norm of the magnetic
field strength in order to determine the magnets’ distance from the de-
vice. While this did not enable precise location tracking, it did support
accurate gesture recognition proximal to the device. In similar work,
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Ashbrook et al. [7] devised a ring with an embedded magnet, where 1D
rotations and translations of the ring could be used as an additional
input modality. Radial movements around a device can also be sensed
by a single magnetometer as Harrison and Hudson demonstrated in
Abracadabra [70].

In a variation on the device-mounted magnetometer approach, Han
et al. [69] instrumented the users’ wrist with two magnetometers, in
order to support 2D mid-air handwriting. In uTrack, Chen et al. [33]
demonstrated 3D tracking of magnets with as few as two magnetome-
ters.
One of the challenges with using magnetometers to track magnets is

the effect of the Earth’s magnetic field, which needs to be taken into
account during calibration, yet changes with any change in sensor ori-
entation [32]. This can result is significant declines in tracking accuracy
as a magnet moves just a few centimeters away from the sensors [32].
There have been a number of approaches to dealing with this challenge,
from restricting input to limited dimensions [69], using large magnets
in close proximity to the sensors [33], to using advanced signal filtering
with electromagnets [32].

We present another novel solution to this approach, by using an IMU
(inertial measurement unit) in order to track changes in orientation,
which can then be used to cancel the effects of geomagnetism. This
allows us to maintain accurate tracking without any limit to interaction,
without a strong magnet, and without the use of electromagnets.

2.4 implementation

Magnetips consists of two elements, a tracking system and a haptics
system. We will describe these in the following sections.

2.4.1 Hardware

tracking We use four three-axis magnetometers (LIS3DML), placed
in a rectangular arrangement. Figure 3 shows the arrangement of the
sensors, and the exact placements of the sensor ICs within the board
(32.5 × 26.7 mm rectangle, small enough to fit within the dimensions of
an Apple watch series 3, as depicted in Figure 2). Additionally, there
is also an IMU (LSM6DS33) to track the orientation of the sensor
board more accurately. The sensors are able to sample at a frequency
of 1 kHz. This high frequency allows us to multiplex the haptics with
the tracking, and is one of the main reasons for choosing this sensor.

haptics We provide haptic feedback by creating electromagnetic
pulse-bursts with a hand-wound coil. As we intended to use this tech-
nology with mobile devices, using the coil without a magnetic core is
important to reduce the weight and size of the device. The coil is 45 mm
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Figure 3: The array of sensors consisting of 4 magnetometers (red) and an
accelerometer and gyroscope (blue).

by 55 mm and has 38 windings of 0.5 mm enamelled copper wire. The
coil is driven with a Pololu VNH5019 Motor Driver Carrier. Each burst
consists of a single pulse or a series of pulses with varying frequencies.

controller Haptic feedback and sensors measurements are con-
trolled by a Teensy 3.6. The measurements are sent to a desktop PC
via serial communication, ready to be processed by a host application.

2.4.2 Software

tracking algorithm We use the same algorithm used by Chen
et al. in Finexus [32] to estimate the position of the magnet in 3D. This
algorithm uses the magnetic field strength that each magnetometer
is subject to, in order to estimate the distance between the magnet
and each magnetometer by using the inverse cubic relationship of field
strength to distance.

geomagnetism cancellation The earth’s magnetic field pro-
duces a bias in the magnetometers readings. The field consists of an
inclination (the deviation between true north and magnetic north), a
declination (the angle between the magnetic field lines and the earth’s
surface) and an intensity. These three components can be represented
as transformation matrix M , which describes the rotation between a
true north coordinate system and the earth’s magnetic coordinate sys-
tem. The field is relatively constant throughout a small geographical
region, say a city, and can be calculated based on latitude and lon-
gitude1. This effect is used to create compasses, magnetometers are
indeed digital compasses.

1 Magnetic Field Calculator: https://www.ngdc.noaa.gov/geomag-web/.

https://www.ngdc.noaa.gov/geomag-web/
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Geomagnetism, however, is a hindrance to the tracking of magnetic
objects as it skews the readings of magnetometers. During interaction,
the wrist of the user will move (even if slightly), thus altering the
readings of the magnetometers. Simultaneously, the magnet’s effect on
the sensors will also be present. It then becomes challenging to know
how much signal change can be attributed to movement of the magnet
or movement of the device.

Our algorithm is one of the ways to overcome this challenge, which we
will now describe. Firstly, the sensor’s orientation (in world coordinates)
has to be known. Yet, a magnetometer by itself cannot estimate the
orientation of a device with 3 DoF (degrees of freedom) accurately. In
the same way, an accelerometer cannot track the orientation with 3
DoF without drifting around the axis of gravity. A gyroscope can also
be fused with the existing data, in order to give a more responsive
estimation. Each of these sensors has 3 axes, for a total of 9 axes. A
system that performs such an orientation estimation is called an AHRS
(attitude and heading reference system). We implement Madgwick’s
AHRS to get accurate estimations of the orientation in 3 DoF.

The key to our geomagnetism cancellation algorithm is to reverse
the AHRS process in order to estimate magnetometer data from the
orientation data. That is, given an absolute orientation of the device,
we can calculate the expected magnetometer readings (using the local
earth’s magnetic field components, represented as transformation M

and intensity IM ) for each axis of the magnetometers. We do this as
follows for each magnetometer: first, we calculate the representation of
a magnetometer’s axes (as vectors) in the earth’s magnetic coordinate
system using the earth’s magnetic field transform M , the intensity IM

and the sensor orientation SR. Second, we project these transformed
vectors onto the earth’s magnetic field vector (the x-axis of M). The
calculations are:

ISx =M−1 · SR · (1, 0, 0)T · (IM , 0, 0)T

ISy =M−1 · SR · (0, 1, 0)T · (IM , 0, 0)T

ISz =M−1 · SR · (0, 0, 1)T · (IM , 0, 0)T

Resulting values fall into [−IM ,+IM ]. For example, if the x-axis of a
magnetometer is properly aligned with the earth’s magnetic field, it will
have the full intensity, while both the y-axis and z-axis will read 0. The
actual magnetometer readings are then corrected using the expected
readings ISx,y,z . In an ideal case (i.e., no magnetic object being present
near the sensor), the corrected readings would be 0 on all axes.

However, in the presence of a magnet, 9-axis AHRS cannot be used
due to the magnet’s influence on the magnetometer. Fortunately, 6-axis
AHRS can be used which uses only the accelerometer and gyro [110],
which is sufficient for short interaction times. Over time, however, there
will be a slight drift due to the absence of magnetometer data. This
minor accumulated drift can be corrected for after the magnet is taken
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Figure 4: Setup of how the magnet and sensor board was tracked using Opti-
Track.

away when the interaction is complete. One also needs to know when
to switch from 9-axis to 6-axis AHRS. We implement this detection
with a simple threshold on the difference between the magnitude of
the earths magnetic field vector and the current measurements. The
AHRS is likely to have been given some biased magnetometer data
shortly before reaching this threshold. To avoid this issue, we store the
9 axes of IMU data into a buffer and the system re-calculates the 6-axis
AHRS from the past second of data.

2.5 tracking evaluation

Next, we evaluate the accuracy of our tracking solution. Importantly, we
demonstrate the effectiveness of our novel geomagnetism cancellation,
showing an improvement of 17.4% tracking accuracy when the device
is under motion. We also present results to show the interference of
the magnetic field produced by our haptics system, and show that the
minimum delay necessary after producing a haptic signal is 2 ms.

2.5.1 Tracking Accuracy

static sensors We tested the tracking accuracy by first keeping
the sensor board static and moving the magnet in a 3D volume, centred
around the sensors. For this condition, we calibrated the geomagnetism
before measuring the data. As the sensor base is static, our geomag-
netism cancellation algorithm does not provide any further benefits. In
each of these tests, Magnetips was placed on a table. The magnet was
attached to retro-reflective markers for optical tracking. We moved the
magnet-marker in an 80 × 80 × 80 mm volume and tracked its posi-
tion with both Magnetips and OptiTrack, where OptiTrack provided
the ground truth for this data (Figure 4). Our results are shown in
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Length of cube (mm)
GC Sensor base Magnet 40 60 80
N/A Static Moving 3.001 5.055 6.686
Off Moving Static* 7.790
On Moving Static* 5.514

Off Moving Moving 4.408 7.502 9.095
On Moving Moving 4.354 6.379 7.510

Table 1: The average errors accumulated over the duration of data sampling
in mm. Geomagnetism cancellation abbreviated to GC. *Relative to

the sensor base.

table 1. We present these results with varying volume sizes. The error
is calculated by the euclidean distance between the OptiTrack position
and the Magnetips position (mm) for each frame of the data. The er-
ror for each frame is then averaged. The magnetometer data sampling
rate was set to 1 kHz, with ±8 gauss sensitivity. The results show that
there is an approximately linear increase in error from the 40 mm to
the 80 mm cube lengths.

moving sensors The previous results, however, show the upper
bound of tracking accuracy where the sensing base is not moving and
therefore the geomagnetism is constant. Therefore, we conducted two
further tests. Firstly, we fixed the magnet at a known position away
from the sensor board, using the green cage shown in Figure 4 (in the
middle indentation). We then recorded the data whilst moving and tilt-
ing the sensor board and magnet. In this test, the previously used algo-
rithm performs poorly and results in an average error of 7.790 mm. Af-
ter using our geomagnetism cancellation technique based on the AHRS,
our findings show an average error of 5.514 mm (see table 1 for com-
parisons between geomagnetism cancellation on and off). This is an ac-
curacy improvement of 2.276 mm, for a magnet position fixed at 5cm
above the sensor base.
Then finally, to simulate a more realistic scenario, we moved the

base and the magnet simultaneously. Again, with our geomagnetism
cancellation we were able to reduce the error in every test we conducted.
The mitigation technique seems to have a greater effect with a larger
volume, probably due to the fact that the earths magnetic field has a
stronger effect relative to the effect of the magnet when further away.
In the largest volume, we see a decrease in the error of the tracking by
1.585 mm.
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Figure 5: Plot of the average magnetometer errors vs the time since a haptic
pulse had ended.

2.5.2 Multiplexing Tracking With Haptics

The haptics system we use inevitably interferes with the magnetome-
ter readings without careful timing. We investigated whether there is
a lasting effect from the coil after the controller turns off power to it,
or whether the latency of the reading is an issue. Indeed, we found
that if we begin to sample data just afterwards, there is some error in
the readings as shown in Figure 5. The error in this graph represents
the average error from the earths magnetic field on a logarithmic scale.
The interference stops after a 2 ms delay, but it is very large and unpre-
dictable before this. It is also necessary to leave at least a 1 ms delay
after reading, before sending a haptic signal. Due to the fact that we
can only use the magnetometer in continuous sampling mode at 1 kHz,
this means we have to leave a 2 ms delay after reading. In total, this
means that there must be a 4 ms delay added onto the sampling period.
This limits the sampling frequency of the tracking if haptic pulses are
to be used often during the interactions. We discuss the implications
of this in the next section.

2.6 haptics evaluation

We conducted a series of evaluations to demonstrate haptic feedback
properties. Tracking accuracy can simply be measured, but the expe-
rience of haptic feedback is subjective and not as easy to quantify.
Therefore, we spend more time on the feedback evaluation than on
the tracking, though both parts are equally important for Magnetips.
Although there is past work that explores vibration feedback with

similar parameters using conventional vibro-tactile stimulation, there
are a number of factors which could have influenced the transfer from
signal frequency to experienced vibration. The main two factors include:
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Figure 6: In both experiments, the participants finger was fixed in a single
position. Top left shows the setup for the first experiment. Towards
the bottom, the apparatus can be seen for moving the coil for the
second experiment.

the location of the magnet on the fingernail; the transfer of electrical
to electromagnetic to mechanical energy.
The haptics evaluation consists of three parts. First, to better un-

derstand how to design haptic signals, we a) present a user study of
possible parameters, given constraints in tracking frequency. Using the
parameter combination that lead to the strongest feedback in study ’a’,
we then b) present a user study that investigates how the finger’s posi-
tion relative to the coil effects the strength of the feedback. Finally, to
better understand variations in strength discovered in study ’b’, we c)
present measures of the electromagnetic field produced when providing
feedback.

2.6.1 a) Feedback Parameters

We conducted an experiment to better understand what parameter
combination provides the strongest haptic sensation. We recruited 10
participants. We affixed a magnet to the fingernail of the index finger
of the dominant hand of each participant with double sided adhesive
pads. For this experiment, we fixed the position of the finger (and
thus magnet) with respect to the coil as illustrated in Figure 6, inlay.
Participants were asked to rate how strongly they perceived haptic
signals which varied in duration and frequency.

independent variable: signal duration The maximum
duration of each signal is limited by the desired tracking frequency.
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As the electromagnetic field required for providing haptic feedback in-
terferes with the magnetic tracking, tracking and feedback must be
alternated. We found that we need to delay readings by 3 ms after gen-
erating the electromagnetic field to ensure error free sampling of the
magnet position. Measuring the magnets position takes 1 ms. Tracking
at frequencies common with current touch solutions (60 Hz or above)
provides us with a total time window of at most 16.7 ms, which sup-
ports a maximum feedback duration of 12.7 ms (per the results of the
section 2.5.2).

independent variable: pulse length The perception of a
haptic signal is strongly linked to its frequency content [12]. To explore
how the frequency effects perceived strength, we vary the length of
electromagnetic pulses that each signal consists of. Signal Duration
and Pulse Length interact: the Pulse Length cannot be longer than
the Signal Duration, short Pulse Lengths enable signals consisting of
multiple pulses, which might create stronger haptic signals. The Pulse
Length is the reciprocal of its frequency.

combinations To better understand the parameter space, we testes
11 combinations of Signal Duration and Pulse Length (12 ms duration:
2, 3, 4, 6 & 12 ms pulse length, 6ms duration: 2, 3 & 6 ms pulse length,
4 ms duration: 2 & 4 ms pulse length, 2 ms duration: 2 ms pulse length)

dependant variable & procedure For each combination,
participants rated how strongly they perceived the haptic feedback.
Following psychophysics methodology suggested by Gescheider [60],
we asked participants to freely assign values to the feedback strength.
These ratings not only provide us with a guideline on choosing a Signal
Duration / Pulse Length combination, but also allow us to create visual
response scales for each independent variable, as done by Strohmeier
and Hornbaek [170]. Participants rated each combination three times.
Combination order was randomised.

results User ratings were normalized so that the maximum value
per user was 1 and ratings were then averaged per user and condition us-
ing the geometric mean. We subtracted each user’s average rating from
all values, so as to move all users data in the same frame of reference,
where zero represents the average rating, positive values are above av-
erage and negative values below average, adapted from Strohmeier and
Hornbaek [170]. The resulting scales are unit free, but the confidence
intervals shown in Figures 8 and 7 provide guidance concerning size of
effects.
We found that overall the combination of 12 ms signal duration with

4 ms pulses yielded the highest perceived strength. This result agrees
with the literature, 4 ms pulses produce a 250 Hz signal, which is in the
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Figure 7: Perceived strength of feedback based on duration (top) and pulse
length (bottom).

centre of the frequency range Pacinian cells respond to [84], stimulating
the same cells responsible for texture perception [12]. The combination
of 12 ms signal duration and 4 ms pulse duration supports tracking
speeds up to 83 Hz. If the tracking speed is increased to 166 Hz or
above (6 ms duration or above) the strength of feedback that can be
provided with a discrete signal becomes significantly weaker. Mean re-
sults and corresponding 95% confidence intervals for all combinations
are shown in Figure 8.

To better understand the effects of Duration and Pulse Length on
their own, we also plot them individually. Figure 7a shows what appears
to be a relatively linear relation between the signal’s length and it’s
perceived strength for signal durations <12 ms. Figure 7b shows that
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Figure 8: Our implementation only supported certain combinations of pulse
length and duration. The perceived strength of each combination is
shown here.

the intensity levels we found match those recorded using direct nerve
readings of pacinian cells [151]. It should be noted that not all pulse
lengths are combined with all signal durations, the graphs only show
the combinations described previously. This is reflected in the wider
confidence intervals for short durations and for the 4 ms and 12 ms
pulses.

2.6.2 b) Actuation Volume

The second experiment was designed to explore the uniformity of the
haptic feedback based on where the tracked point is positioned rela-
tive to the coil, as well as establish an ideal range within which to
provide haptic feedback. Based on the result of the previous study, we
conducted our exploration of the actuation volume using a feedback
duration of 12 ms with a pulse duration of 4 ms.

apparatus The apparatus for this experiment can be seen in fig-
ure 6, which uses a modified 3D printer, that moves the coil in 3 dimen-
sions. The coil is held above the printer by acrylic to avoid magnetic
field interference that may be present nearer to the bed of the printer.
As with the previous experiment, the participant is asked to keep their
finger in a fixed location throughout. The experiment moved the coil
into 60 different positions around the device, in a 60x60x60 mm cube.
The area inside the coil was not sampled.

Figure 9 illustrates the volume that was sampled, from a Z height
that starts with the coil level with the fingernail. At each location the
participant was asked to rate how strongly they perceived the strength
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Figure 9: Left: Strength of Haptic Feedback as evaluated by participants.
Right: The magnetic field as measured with a magnetometer.

of the feedback. During the experiment, the participants were blind-
folded and wore headphones to avoid any visual or audial biases. Each
of the 60 locations were repeated 3 times.
Since the field strength is symmetric about 3 axes, we decided to

only sample an eighth of the field. The data is extrapolated in Figure 9
to mirror the x and y axes.

variables The independent variable of this experiment is the po-
sition of the finger in 3D space. The origin of this position is in the
centre of the coil. We use the euclidean distance from the fingertip to
the centre of the coil as a measurement to compare the strength against.
Our dependant variable is the perceived strength of the feedback, as in
previous experiment.

results We processed the strength ratings the same way as we did
for the previous experiment. We found that, up to 4cm, the ratings
were relatively similar. Beyond that, the mean results aligned with
strength = 1/distance3 (R = .993), which is the behavior one might
expect if the feedback strength were directly proportional to magnetic
field strength. Figure 10, shows the perceived strength plotted againstWe had much dispute

over this. Personally I

believe that even

though the correlation

is strong, it might be

completely

coincidental.

the euclidean distance of the location to the centre of the coil.
To understand the range that can reasonably be used for haptic feed-

back, we analyzed the differences in strength ratings along the distance
axis. We assume that, moving from centre of the coil outward, users
can clearly feel the haptic signal, as long as there is a significant dif-
ference to a weaker signal further out. We found that 56.6 mm was
the last value to be significantly different from weaker signals further
out (Bonferroni corrected, p < .01 for 84.9, 87.2, 93.8 & 103.9). While
individual users might experience the signal beyond that, 56.6 mm is
the furthest out that users could clearly distinguish the feedback from
even weaker signals. The full confusion matrix can be found in the
supplementary material.
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Figure 10: Perceived Strength of Feedback sorted by distance to centre.

To better understand how the positioning of the finger relative to
the magnetic field effected the ratings, we created a heat-map figure 9,
centre. The heat map demonstrates that, while the strength generally
declines with distance, the pattern is more complex. For example, at
z = 60 mm the area directly on top of the centre of the coil provides
relatively weak feedback, compared above or below the centre on the
x-axis. With knowledge of such patterns, haptic widgets can be created
that are even further away from the device than 56.6 mm, if one places
them in areas where the feedback can be clearly perceived. Alterna-
tively, these variances in perceived strength could be corrected for, by
taking the position of the finger into account when providing feedback.

2.6.3 c) Measurements of Magnetic Field

If the perceived strength correlated directly with the magnetic field, we
could leverage the existing know-how of magnetic fields for strength cal-
ibration or widget-placement strategies, as discussed above. To better
understand the patterns found in the previous user study, we therefore
repeated the procedure. This time, however, instead of asking partici-
pants to rate the strength of the vibration, we placed a magnetometer
where the participants finger would be and measured the strength of
the magnetic field produced by the coil.

results The magnitude of the field strength correlates well with
the haptic feedback (R = .805, Figure 9, right) but does not completely
explain all variations. At z = 60 mm, the magnitude hardly correlated
with the perceived strength at all (R = -0.01). Instead the perceived
strength correlated well with the strength measured with the y-axis of
the magnetometer (R = .84). Looking at the measured dimensions of
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the magnetic field individually demonstrates that they contribute to
the haptic experience differently: the y-dimension of the magnetic field
measures appeared most strongly to influence perception (R = .721),
followed by z (R = .62). The x dimension did not correlate well with
perceived strength of the feedback (R = .08). Plots for the individual
dimensions can be found in the supplementary material.

2.6.4 Summary of Findings

To sum up, we found that users could feel signals best at a frequency
of 250 to 333 Hz. We also found that within the short durations tested,
there was a linear relationship between perceived strength and sig-
nal duration. The longest possible signal duration (12 ms) pairs nicely
with 4 ms pulses (250 Hz), which was the combination users rated as
strongest. Using this the 12 ms, 250 Hz combination, we explored the
volume around the coil and found that users could reliably detect the
feedback to at least 56.6 mm. We also found that there were non-linear
effects, based on the relative position of the finger to the centre of
the coil. We found that this pattern correlated with the magnetic field
strength to some extent (R = .84), but the exact relation requires fur-
ther exploration.

2.7 applications

See also Chapter 4 for

how Magnetips might

be used with an

implanted magnet.

See also Chapter 4 for

interaction methods

using Magnetips and

an implanted magnet.

Magnetips can track and provide feedback in three dimensions around
the device, and works regardless of visual occlusions. This enables a
range of novel interaction scenarios. To demonstrate some of these op-
portunities, we built example applications that uses Magnetips capabil-
ities, as shown in figure 11 and in the video figure. All the applications
that we have built use haptic feedback in mid-air, which is the main
benefit that Magnetips brings to around-device interaction.

2.7.1 3D Mid-air Interaction

In past literature, there has been work that demonstrates tracking of
permanent magnets even in 3 dimensions. However, by adding haptics,
this enables virtual elements in mid air to be feelable.
To demonstrate 3-dimensional interaction, we created a clock appli-

cation (figure 11 a). This application lets the user choose the time by
rotating the finger in a radial movement around the device, similar
to Abracadabra [70]. In this version, we let the user choose between
minutes and hours by varying the depth of the radial movement. In
addition, each step through a unit of time (second or minute) triggers
a haptic signal. In this example, we demonstrate above device tracking,
side of device tracking, and mid-air feedback.



2.7 applications 29

Figure 11: Magnetips enables these interactions: a) 3Dmid-air, b) Behind arm,
c) Back of device, d) Through material.

2.7.2 Behind Arm

Magnetips enables interactions through occlusions made by the body
itself. We prototyped an application for panning a map in 2D, by drag-
ging the map underneath the arm (figure 11 b). Such an interaction
modality may be useful when visual attention is still required for the
task, as this does not occlude the display of the wearable device [11].
This interaction is also an example of skin input, which Magnetips can
complement with localised haptic feedback.

2.7.3 Back of Device

Back of device interaction is a common research topic in mobile de-
vice interaction [8], for smartphones in particular. We built a photo
editing application to demonstrate that Magnetips also enables this in-
teraction paradigm. In the application, while the user is preparing a
photo for sharing on their smartphone, the user could press and hold
the ’filters’ button and then use their index finger behind-the-device
to scroll through the available list, receiving haptic feedback at every
item boundary. This allows the user to also get visual feedback of the
effect of the filter, without losing any on-screen space to displaying the
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list. Similarly, the technique could be used to create mid-air triggers
with feedback behind the device for gaming.

2.7.4 Eyes-free Interaction & Interacting Through Materials

Magnetips can support eyes-free interaction in different ways. Cur-
rent devices typically use vibration as eyes-free feedback channel. This
causes the whole device to vibrate and can cause a buzzing sound when
in contact with surfaces. Using Magnetips, the user can receive feedback
off-device, directly onto their finger - supporting subtle interaction. A
similar interaction can also work through clothes, for example, through
a sleeve for a smartwatch or through trouser pockets, bags and purses
for a smartphone.

2.8 limitations and future work

Magnetips enables reliable haptic sensations up to 56 mm from the
center of the coil. At that range, the tracking error is 6.38 mm. This
enables Magnetips to create a larger interaction space around mobile
devices. Magnetips presents a range of new opportunities, which we ex-
plored above with our applications. There are, however, also limitations
to Magnetips, which remain future work.

2.8.1 Coil Design and Power Usage

We designed Magnetips to use a large coil that can easily in-case exist-
ing devices. In part, this was inspired by the Qi charging coils already
found in many devices.
We used a single coil for providing feedback around devices. In future

work, different sizes of coils, tessellations of coils, and their impact on
the haptic experience could be explored. For example, a phone-sized
Magnetips device could consist of (a) one large coil, spanning the ma-
jority of its size, (b) four smaller, equally sized coils, or (c) a tessellation
of different sizes. By creating different designs of coil arrays, designers
could experiment with different granularities of feedback in certain lo-
cations around the device. For example, an additional small coil at the
bottom of a device, could be used to drive a stronger sensation above
the location of the traditional ‘home’ button.
While Magnetips has been designed to fit within mobile devices, we

have yet to optimise its power requirements. The power supply in the
studies was set to use a maximum of 20 V × 4 A = 80 W, for 12 ms per
tick of feedback. This equates to less than 1 Joule of energy (0.9576
Joules). This is much more than current vibration motors, for example,
which would require ~0.02 Joules for the equivalent feedback. (For ref-
erence, the iPhone 7 can store 39,600 joules). The power consumption
may be reduced by using an array of smaller coils. As the position of
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the magnet is known, one can then generate a directed magnetic field
towards the position of the magnet, similar to the electromagnet ar-
ray in FingerFlux [194]. This would allow the same strength of haptic
feedback at a fraction of the power.

In the studies we used a power supply rather than battery to remove
any variation in energy use due to the battery discharging over the
course of the study. However, a mobile version of the haptics system
is feasible, with a 7.4V 600 mAh 25C battery, as shown in the video
figure and in Figure 12.

Figure 12: The haptics system can be operated with very few components,
requiring only a coil, motor driver, battery and a microcontroller.

Magnetips is limited to the use of a single magnet. With passive mag-
nets, the magnets cannot be individually enabled and disabled, making
discerning individual magnets’ locations an outstanding challenge. This
may be solvable with an optimiser, but we are currently unaware of an
existing solution. Similarly, addressing multiple magnets individually
with haptic feedback is also difficult. However, a coil array may be able
to provide coarse addressability at the very least.

2.8.2 Case Design Constraints

A ferromagnetic metal may produce an opposing magnetic field if it is
shaped into a closed conducting loop, per Lenz’s law. Therefore two
device design parameters should be taken into account. The first of
which is the material. For smartwatch or smartphone cases, ferromag-
netic metals are not an ideal choice for durability or weight. Addition-
ally, such metals interfere with magnetometer readings in the device
necessary for compass data. This is why aluminium or non-metal ma-
terials are usually used in case design. The second design parameter is
to avoid closed conducting loops in the case. Fulfilling either of these
design constraints minimises reductions in haptic feedback intensity.

Anecdotally, when designing the example applications, the strength
of the magnetic field did not change noticeably.



32 magnetips: mid-air tracking and feedback

2.8.3 Magnet Shape

Users are required to wear a magnet. While this can be considered
a drawback, MEMS magnetometer sensors are becoming increasingly
better in sensitivity. This means that with future improvements to tech-
nology, we would be able to use smaller magnets to achieve the same
level of tracking performance, making it easier and more viable to em-
bed them into nail art [87], or even into the finger.

Experimenting with the device, we used a flat, cylindrical neodymium
magnet. It is possible to acquire magnets in different shapes and sizes,
including arc-shaped segments of magnets2. Such a shape would fit the
shape of the fingernail far better. Aside from wearing the magnet, it is
possible to embed magnets into interactive tools, such as a stylus, to
track and provide feedback in mid-air.

2.9 conclusion

With Magnetips, we have extended the interaction space to include
output and well as input. Through this, Magnetips improves on previ-
ous work by not only preventing occlusion of small displays, but also
requiring users to glance at the display less, as users can receive hap-
tic guidance when interacting with the device. Magnetips also allows
users to treat their skin as a supporting surface, providing on-skin input
and output. Finally, Magnetips does not require line-of sight between
the device and the tracked point, allowing for interaction in locations
previously not possible with haptic feedback.

Through a series of technological evaluations and user studies, we
showed that the current implementation can track the users finger with
an average error of < 6.4 mm during a mobile task within a volume of
60x60x60 mm. Our results show that users can reliably feel the haptic
feedback up to at least 56 mm. We show that we can track the users fin-
ger and provide concurrent haptic feedback that is clearly perceiveable
at over 60 Hz. We suggest that haptic signals are optimised for strength
at 12 ms duration and 250 Hz. If higher tracking and feedback frequen-
cies are required, we suggest using 6 ms signal duration at 330 Hz for
up to 166 readings per second.

We presented four basic usage scenarios - aimed to demonstrate
how magnetips might benefit familiar interactions. We believe, how-
ever, that the opportunities offered by the unique combination of colo-
cated tracking and haptic feedback, in combination with the ability to
interact through occluding materials, might extend far beyond these
scenarios, and look forward to seeing how magnetips might be adapted
in other form factors and contexts.

2 http://www.neodymium-magnet.org/Curved-Magnet-p291.html

http://www.neodymium-magnet.org/Curved-Magnet-p291.html
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3
COMPARISON TO PSYCHOPHYS ICS L ITERATURE

3.1 mechanoreceptors overview

There are four main types of mechanoreceptors in our hands [84],
of those the Pacinian Corpuscles are typically associated with tex-
ture perception [12] (see also Table 2). Using direct nerve readings
on cats, Sato [149] demonstrated that the sensitivity of Pacinian cells
increases linearly between 40 Hz and 200 Hz. The sensitivity peaks be-
tween ∼250 Hz and ∼300 Hz and then decreases again. Verillo [187,
188] demonstrates that the sensitivity of humans to vibration follows
the same pattern (as indicated in Figure 13 in gray).

Fast Adapting Slow Adapting
Small
Receptive
Field

Meissner Corpuscles

(Sensitive to ∼5 -
∼50 Hz, edges and
contours)

Merkell Endings

(Sensitive to ∼<5 Hz,
static force)

Large
Receptive
Field

Pacinian Corpuscles

(Sensitive to ∼40 Hz-
∼400 Hz, insensitive
to static force)

Ruffini Corpuscles

(Sensitive to static
force, tension)

Table 2: Comparison of receptors relevant to this work. The size of the recep-
tive field typically relates to how deep the receptor is located in the
skin – the closer the cell is to the surface, the smaller the correspond-
ing receptive field. Fast adapting cells react to changes in stimulus,
while slow adapting cells react to the presence of a stimulus.

Meissner Corpuscles are similar in structure to Pacinian Corpuscles,
but sit closer to the surface of the skin and are typically associated
with perception of fine surface features, edges and contures. They are
responsive to lower frequency vibration from ∼5 Hz to ∼50 Hz (some-
times referred to as flutter-vibration [178]).

Meissner and Pacinian Corpuscles are both fast adapting - they re-
spond rapidly to changes in stimulus, but do not continuously fire if a
stimulus is sustained.

Slow adapting mechanoreceptors - Merkell Endings and Ruffini Cor-

puscles react to sustained signals. Generally speaking, they are respon-
sive to pressure and tension, respectively. Table 2 shows an overview
over some of the mechanoreceptors found in humans.

35
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Figure 13: Mean magnitude estimation (red line) and 95% confidence interval
(shaded area) of perceived magnitude as a function of frequency
using the Magnetips system [115]. Perception thresholds established
by Verillo [187] indicated for reference in gray. Intuitively we would
expect a negative correlation between perception threshold and
magnitude of sensation.

Textbooks and other introductions to sensory systems often falsely
distinguish between mechanoreceptors and proprioceptors. The distinc-
tion between these two systems is not at all clear. For example, Pacinian
Corpuscles are found throughout the body, including bone periosteum
and joint capsules [56] and they play an important roll in our proprio-
ception [67].

3.2 contextualizing magnetips results

The magnitude estimation results obtained in Chapter 2 appear to
suggest that the vibration created by magnetips is mediated through
Pacinian Corpuscles. Figure 13 shows both the results from our study
as well as the results of a detection threshold experiment conducted
by Verillo [187]. Verillo found that the minimum amplitude required
for participants to perceive a haptic actuator declined between 80 Hz
and 250 Hz, suggesting that, within that range, sensitivity increases as
the frequency increases. Our magnitude estimation study showed that
participants perceived the strength of the vibration to increase between
83 and 250 Hz. Between 333 Hz and 500 Hz the perceived strength
of the stimulation provided by the magnetips system decreased. This
corresponds with the increased detection threshhold between 320 Hz
and 640 Hz observed by Verillo. There appears to be a discrepancy
in the region between 250 Hz and ∼ 320/333 Hz. This could be due
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to measurement error or idiosyncrasies of the Magnetips system. It
should be noted that a result which correlates perfectly with the data
by Verillo [187] would be compatible with the result that we found (all
results within the shaded area of Figure 13 are not significantly different
from our result at p < 0.05).
As Verillo [188] later demonstrated that his measures correspond

closely to those obtained by Sato [149], it is reasonable to assume that
the vibrations created using Magnetips are mediated by Pacinian Cor-
puscles. Further study regarding the discrepancy in the peak sensitivity
is however required.





4
US ING MAGNETIPS WITH AN IMPLANTED
MAGNET

4.1 introduction

As described in the preface, I have a magnet in the palm of my hand.
I had it implanted by a body modification artist eight years ago and
it has become a somewhat mundane part of my everyday life. I had it
implanted because alternating electromagnetic fields cause the magnet
to vibrate. This gives some objects an extra physical dimension, for
example I can feel the activity of security system at the entrance to my
local library.

The system presented in Magnetips: Combining Fingertip Tracking

and Haptic Feedback for Around-Device Interaction [115] (Chapter 2),
was in part inspired by my desire to build an interactive systems around
the magnetic implant. The actuation mechanism used for magnetips
was copied from previous prototypes I had built to vibrate my im-
planted magnet in a controlled fashion. My interest in the tracking
aspect of Magnetips came from the idea that it could be used to do
local on-body position tracking of devices relative to the implant’s lo-
cation.

This section will describe some potential interaction methods using
my implanted magnet and the Magnetips system, as well as present a
brief exploration of the experience of the vibrotactile feedback provided
to me using the Magnetips system.

4.2 interactions

As described in Chapter 2 [115], Magnetips enables tracking of a mag-
net attached to the user’s fingernail, in close proximity to a device.
Additionally, we can provide vibrotactile feedback to that magnet, by
creating electromagnetic pulses. Instead of using the system to interact
with a magnet attached to a fingernail, the system can also be used to
interact with an implanted magnet. Depending on how the Magnetips
system is attached to the body, different types of interactions become
possible.

4.2.1 Magnetips as a loose bracelet-style device

If the wearable device is loosely fit around the body, the magnet can
be used as an anchor-point for detecting local on-body position. This
can enable a user to change the device’s position or orientation as an

39
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input-method. For example sliding it up or down the wrist, or rotat-
ing it around the wrist (see Figure 14). The advantage of this method
over an IMU which would be the most obvious alternative) is that all
motion registered would be in the local frame of the body, supporting
interaction while moving, or in arbitrary poses. Additionally, transla-
tion (for example moving a bracelet towards or away from the wrist)
would be hard to precisely capture with an IMU. In Figure 14 a user
switches between applications by moving a smartwatch on their wrist.
The Magnetips system detects that the distance to the implanted mag-
net increases and switches applications accordingly.

Distance between 
device and magnet

Magnet

Figure 14: We can infer the position of the band by its distance from the
implanted magnet. Applications can be mapped to positions on
the arm. In this case, the user is switching between a time-telling
application and a map.

4.2.2 Magnetips as a tight arm-band-style device

If the wearable device is in a known position, any changes in the mag-
net’s position can be attributed to movements of the magnet. This
in turn can be used to support gestural input. In Figure 15 the user
switches between applications by changing the angle of their wrist. Here
the magnetips system detects that the direction of the magnet has
changed and switches applications accordingly.
As magnetips is also equipped with an IMU, a device might addi-

tionally leverage its global motion as additional cue for more complex
gestural input, combining arm movements, wrist movements and device
displacement. The on-board IMU can allow magnetips to intelligently
switch between using the magnet position for gesture detection or local
on-body position detection.

I use a smartwatch as a familiar example. Personally, I would enjoy
seeing the Magnetips system embedded in garments or jewelry instead.
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Angle between 
device and magnet

Magnet

Figure 15: If the smartwatch is in a fixed position, any change in direction
of the magnet can be attributed to hand movement. This enables
robust gestural interaction. Here the user has applications mapped
to hand-poses. We see the user switching from time-telling to map
application.

Maybe even used as guidance and interaction system for epidermal
robots roaming the body [42].

4.3 haptic experiences

We repeated the magnitude estimation task of Chapter 2 with myself as
sole participant, using my implanted magnet. We found similar effects
of duration as before, but the effects of frequency were markedly differ-
ent. The experienced strength of the vibration declined above 333 Hz,
corresponding both to the previous experiment [115] (Chapter 2) and
with what we would expect based on detection thresholds [187]. How-
ever, below 250 Hz the perceived intensity increased, which is unlike
what we previously observed or what we would have expected (See
Figure 16).
As this was unexpected, we did some informal testing of a wider pa-

rameter range and different pulse durations. We found that, as the pulse
duration increased, varying the frequency created qualitatively distinct
experiences. While describing these beyond that they are distinct is
difficult, some of these experiences felt sharp, while others felt less like
vibration and more as if something were pulling or pushing. To see if
the unexpected effect of frequency was consistent, and to gain some
insight on the qualitative experience we repeated the experiment. This
time we tested a wider range of frequency levels (16 Hz, 32 Hz, 56 Hz,
88 Hz, 128 Hz, 176 Hz, 232 Hz, 296 Hz, 368 Hz, 448 Hz) but only a sin-
gle level of pulse duration (1200 ms). We chose the frequency levels so
that the difference between the stimuli were a geometric series, and so
they covered the range we were most interested in. Stimulus order was
randomized and each frequency was presented four times. The entire
procedure was repeated three times, once for perceived strength, once
for perceived sharpness and once for perceived deformation (experience
of pulling or pushing).
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Figure 16: In-vivo vibrations: Estimates of experienced strength of vibration,
using the same settings as for the Magnetips evaluation (See Figure
13 for reference). Solid line is my mean response, dotted lines are
two standard deviations (roughly equivalent to a 95% confidence
interval). Human sensitivity to vibration added in light gray for
reference.

The results can be seen in Figure 17. We found that, again, the
perceived strength increased below 250 Hz, peaking at 88 Hz and then
decreasing gradually (Figure 17, top). This is surprising compared to
the results of the Magnetips study [115] and to what one would expect
based on detection threshold alone [187], but consistant with our initial
experiment using the implant (Figure 16).
The experience of sharpness (Figure 17, middle) had a slight posi-

tive correlation with frequency. There is a dip in perceived strength at
128 Hz, which, on its own, might appear to be noise. However, it cor-
relates with a peak in sharpness and a dip in deformation. The 176 Hz
level displays the opposite behavior. This odd behavior is, at the very
least, a repeatable effect with the setup we used.
The experience of deformation (Figure 17, bottom) was strongest at

low frequencies (∼100 Hz and lower) and decreased at higher frequen-
cies.
The qualitatively different experience below ∼100 Hz (high deforma-

tion, low sharpness) compared to above 100 Hz (low deformation, high
sharpness) suggests that the way the vibration is mediated might be
different. This observation also makes sense in light of the area below
∼ 100 Hz being closer to the receptive range of the Meissner Corpuscles
(see Chapter 3).

However, as the stimulation device is an experimental device, and
we do not completely understand the relation between electrical pulse,
magnetic field, and actual motion of the magnet, I am hesitant to draw
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any conclusions stronger than that the experience with the implanted
magnet differs from the experience with the magnet attached to the
fingernail. The strange behavior at 128 Hz and 176 Hz might also be an
artefact of the magnetips implementation, however we have no specific
suspicion of why this might be the case.

4.4 conclusion

Please do not see this

as an endorsement for

implanting magnets

into your body. I do

not have the knowledge

to speak of the safety

or wisdom of doing

this. If you decide to

implant a magnet,

make sure it is coated

with a bio-compatible

coating. Off-the-shelf

magnets are most

likely toxic.

While the experience of stimulation provided to the implanted magnet
is different to that of the magnet attached to the fingertip, the haptic
feedback still can clearly be felt. In fact, the clear qualitative differences
experienced as the frequency changes might allow Magnetips to provide
a large number of distinct signals to the user. The tracking of the
magnet is unaffected, as the body is not ferromagnetic. The interaction
methods I present suggest that an implanted magnet can provide a
useful anchor for local on-body positioning and that this can open up
the design space to a wide number of new interactions for wearable and
on-body devices.
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Figure 17: In-vivo vibrations: Estimates of experienced strength and sharpness
of the vibrotactile stimulus and estimate of perceived deformations
such as pulling or pushing. Solid line is my mean response, dotted
lines are two standard deviations (roughly equivalent to a 95%
confidence interval). Human sensitivity to vibration added in light
gray for reference.
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Abstract

ReFlex is a flexible smartphone with bend input and active haptic

feedback. ReFlex’s features allow the introduction of sensations such

as friction or resistance. We report results from an experiment using

ReFlex in a targeting task, as well as initial users’ reactions to the

prototype. We explore both absolute and relative tactile haptic feedback,

paired with two types of bend input mappings: position-control and

ratecontrol. We observed that position-controlled cursors paired well

with relative bend feedback, while rate-controlled cursors paired well

with absolute bend feedback to indicate targets. We also explored an

eyes-free condition. Results suggest that while eyes-free, haptic

feedback conditions were more error-prone than visual-only conditions,

the size of the error was relatively small, and users were able to

complete the task in all cases. We present two application scenarios

that take advantage of the unique input and output modalities of

ReFlex and discuss its potential for within document navigation.

5.1 introduction

When presented with a tool or a device, we assess its features and
attributes to understand what we can do with it, i.e, its perceived af-
fordances [125]. Visual inspection alone cannot convey all of this infor-
mation and it is often necessary to feel objects with our hands to gain
a fuller understanding of its material and structural properties. We
perceive these qualities both through tactile stimulation on our skin
and kinesthetic receptors in our hands. When an object is deformed,

45
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Figure 18: Reflex – a flexible, haptic smartphone.

a rich set of sensations come into play to inform us about its internal
structure. For example, when reading a paper document, the physical
structure of pages can help guide users to particular locations in the
document. A book can have physical tabs to indicate chapters and its
pages might have dog ears to denote bookmarks or creases at frequently
read passages. The distribution of pages between the hands provides
some haptic representation of the current reading location. And pages
sliding between a user’s fingers provide feedback on the speed with
which she is navigating. Many, if not all, of these haptic affordances
are lost when navigating documents on rigid Tablet PCs. When design-
ing flexible organic user interfaces [76], the structural qualities of the
device are inherited from the material of the substrate used in its con-
struction. While haptic technologies have been used to mimic textures
of different materials [10], these technologies often focus on surface
features. An alternative approach is to modify the perceived material
properties of the device [90, 206].

5.1.1 Reflex: A Haptic Flexible Smartphone

Contributing to the latter approach, we created ReFlex, a flexible
smartphone featuring a high-resolution flexible display and a haptic
actuator (Figure 18). ReFlex modifies the experience of dry friction
when bending the device, as perceived through tactile and kinesthetic
receptors of the fingers. This feedback creates possibilities for new in-
teractive experiences, such as simulating the elastic and material prop-
erties that occur while navigating a paper book. We report on results
from a study that explores bending using position control and rate con-
trol in combination with different types of haptic feedback in a target
acquisition task. We found that position control resulted in faster times
and higher accuracy than rate control. Participants preferred relative
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haptic feedback with position control and absolute haptic feedback with
rate control. Following these results, we performed a study evaluating
the effectiveness of the haptic rendering techniques for acquiring a tar-
get in the absence visual feedback. We found that it was possible to
accomplish the task with a relatively low error rate. Based on user ob-
servations of the two studies, we discuss the possibilities of our haptic
rendering techniques to enhance navigation for long digital documents,
providing some of the same qualities as paper books. We present two
application scenarios that may improve the browsing experience of lists
and documents on flexible smartphones.

5.2 related work

5.2.1 Elastic Input Devices

Elastic devices and

corresponding control

mappings were also

studied by Casiez and

Vogel [31]

Zhai [209] distinguishes between two types of devices: isometric and
isotonic. While their suitability for different types of cursor control has
been extensively studied, their defining feature is their stiffness, i.e.
how much they oppose physical displacement. Isotonic devices, e.g., a
mouse, have a constant low resistance and are freely moved. Isometric
devices, such as, e.g., the IBM TrackPoint [148], fully resist displace-
ment and operate through forces applied. Between them, however, is a
third category: that of elastic devices. These have a stiffness, k, has a re-
sistance that is proportional to its displacement. Elastic devices signal
their displacement through passive force feedback, and, like springs, are
naturally self-centering. Many flexible display devices fit into this cat-
egory since when deformed, they flex and return to their original state
upon release. Changing an elastic device’s stiffness moves it along the
isometric-isotonic spectrum. Higher amounts of resistance can afford
better rate control, while lower resistance affords more proprioceptive
feedback during displacement and can be more suitable for position
control [209].

5.2.2 Bendable Devices

Flexible display interactions is a relatively recent, but increasingly pop-
ular, field of study. Early explorations, such as Gummi [155], predate
the actual use of flexible displays. Some of the first explorations us-
ing real flexible displays include Lahey et al.’s PaperPhone [100] and
Nokia’s Kinetic [91]. Along with these prototypes, there have been sev-
eral studies of how users perceive the physical properties of deformable
devices. Nakagawa et al. [122] presented MimicTile, a bendable device
with dynamical stiffness. They demonstrated that participants could
accurately identify different levels of stiffness and Kildal et al. [92]
reported that users preferred flexible devices that are less stiff than
others.
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5.2.3 Haptics and Perception

I did not use the words

perception and

experience as carefully

when this paper was

written as I do now.

The text here is kept

as published.

There are many studies on how people use haptic cues to infer an ob-
ject’s properties; most are well beyond the scope of this paper. For
example, tactile and kinesthetic cues can be used to create an illu-
sion of texture. Klatzky et al. [94] outline models for a force feedback
mouse that simulated varying levels of surface roughness. With Tesla-
Touch, Bau et al. [10] use electro-vibration to create dynamic friction
on a touch surface. Lederman and Jones [102] present a literature sur-
vey on how manipulating sensory cues can create both kinesthetic and
tactile illusions. Changing visual [23] or auditory cues [19] can create
false perceptions of an object’s stiffness, while changing an objects con-
figuration can create varying perception of its weight [74]. Conversely,
changing the haptic sensory cues can also change the perception of
material stiffness [206].

5.2.4 Haptics and Performance

Researchers have found that haptic and tactile feedback can benefit
pointing tasks when used to provide direct information about the tar-
get. In a Fitts’ Law targeting task, Akamatsu et al. [4] found that tactile
feedback provided on the target resulted in equivalent movement times,
but shorter final positioning times, than visual or audio feedback. For-
lines et al. [52] reported that haptic signals on targets are beneficial for
both crossing and pointing Fitts’ law tasks. On the other hand, Kildal
et al. [92] demonstrated that passive haptic feedback, in the form of
device stiffness, had little to no effect on task performance, but greatly
influenced user comfort and feedback on bend interaction.

5.3 design rationale

We were interested in exploring the interaction between bend input
with passive force feedback and actuated vibro-tactile feedback. Specif-
ically, we wanted to understand what it means to combine variations
of haptic feedback with different styles of bend interaction.

5.3.1 Passive Haptic Feedback

When using a touch screen, kinesthetic feedback provided by the config-
uration of the arm is largely independent of touch location. Compared
to such traditional touch interaction, the ReFlex’s passive force feed-
back provides a strong coupling of proprioceptive feedback with bend
input: ReFlex provides a linear correspondence between the applied
force and position or speed of a cursor.
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Figure 19: ReFlex bending in both directions.

5.3.2 Adding Active Haptics to a Bendable Smartphone

We facilitate multisensory feedback and explore the interplay between
visual, tactile and kinesthetic experiences. To accomplish this, we aug-
mented the flexible display with a haptic actuator that provides active
feedback in addition to the passive elastic forces generated by the de-
vice when bent. This enables us to actively modulate the experience of
passive haptic feedback experienced by bending the device, generating
variations in the perceived elasticity and internal structure.

5.4 implementation

ReFlex is a flexible smartphone prototype with a bend sensor and hap-
tic actuator (Figure 18). Our prototype can be used as a stand-alone
device and runs Android 4.2 (Figure 19)
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5.4.1 Display

Reflex uses a FOLED display manufactured by LG Display. The 6.0”
(135 mm × 77 mm) FOLED display has a resolution of 1280 × 720
pixels and a refresh rate of 60 Hz. The display is mounted on a flex-
ible substrate that extends 5 cm to left and right. This allows for a
comfortable grip without occluding the display, and a location for rigid
electronics, such as the processor and display driver board.

5.4.2 Rigidity

The structural substrate of the device is designed so that it is most
flexible at its center, tapering off towards the semi-rigid ends. This was
accomplished by adding trapezoidal reenforcements on both ends of the
device (Figure 20).

5.4.3 Input

ReFlex measures the direction and extent of a bend with an Omega
Engineering strain gauge [131] placed at its center. A Teensy 3.1 mi-
crocontroller samples this strain gauge at 12 bits and ∼2000 times per
second. The high temporal and spatial resolution of this strain gauge
allows us to synchronize the haptic actuation with the passive haptics
that are naturally present when bending the device. ReFlex also has a
multi-touch sensor which we use for setting up the experiments, and a
button on the back, which participants use during the experiment.

Figure 20: Prototype with internal structure: Dark gray areas are semi-rigid,
light gray areas are flexible. Position and size of strain sensor is
indicated by the red square.
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5.4.4 Haptic Output

Active haptic feedback is generated using a Tactile Labs Haptuator
[177] mounted on the back of ReFlex, parallel to the length of the dis-
play. ReFlex uses a vibrotactile transducer, rather than a vibrational
motor, for precise temporal control of haptic signals. The Haptuator
generates precise discrete pulses at an acceleration of up to 73m/s2

and at rates up to 1000 Hz [177]. Discrete pulses are inaudible, and a
continuous series of pulses are audible only above ∼500 Hz. The Hap-
tuator is meant to be driven by a standard audio amplifier. For our
study, it was driven by the sound card of the computer running the
experimental software.

5.4.5 Software

A C++ program polls the Teensy microcontroller for sensor values and
converts them into cursor movement 200 times per second. It then
passes these values to a Max patch that generates audio signals for
the Haptuator. ReFlex runs a simple Android client application that
receives cursor and target information from the computer over WiFi to
draw them on the display. ReFlex is tethered to optimize the synchro-
nizations between haptic and visual feedback, however it can also be
used as a stand-alone, wireless device.

5.5 bend input mappings

See also Chapter 6 for

an alternative

explanation of

mapping types.

ReFlex uses two different types of cursor control, following the defini-
tions put forward by Zhai [209]:

position control (pc) For ReFlex, position control means
that sensor values are directly mapped to pixels on the display’s x-axis,
i.e., the cursor position (pc) is linearly proportional to the amount of
bend (x) applied to the device:

pc(x) = x

When the device is flat, the cursor is in the center of the display. The
cursor is at the left extremity of the display when ReFlex is fully convex,
and on the right extremity when ReFlex is fully concave. This mapping
creates a linear correspondence between passive kinesthetic feedback
and the visual position of the cursor on the display.

rate control (rc) With rate control, the user controls position
of the cursor by manipulating its speed and direction via bend gestures.
The direction of movement is same as in Position Control. The speed
at which the cursor moves (rc) is mapped to the extent of the bend
with the following sinusoidal easing function:
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rc(x) = − cos
(
x · π2

)
+ 1, x : [0, 1]

5.6 haptic feedback algorithms

Active tactile haptic feedback was created using an audio signal consist-
ing of a train of discrete pulses. We applied a high-pass filter (at 80 Hz)
to the signal to remove any low frequency elements, helping each pulse
to become more distinct. A low-pass filter (at 200 Hz) helped to atten-
uate the audibility of the signal. We also modulated the amplitude of
the signal so the haptic pulses would be felt stronger at the extremes
of bend input (∼160 db) and weaker when the device is close to rest
(∼110db). This increased the perceived strain proportionally to the how
much the device is bent. We used two types of bend input to haptic
feedback mappings, as explained next. Depending on the mapping, we
could create the haptic illusion of altered material properties, similar
to 3D-press [90].

5.6.1 Haptic Feedback Mapping Types

See also Chapter 6 for

an alternative

explanation of feedback

types.

absolute bend feedback (a) In this mapping, the rate of
the pulse train (rp) varies linearly with the extent of bend (x). The
more extreme the bend, the higher the pulse train rate:

rp(x) = x

The duty cycle of the pulse train is 50 % for all rates. When com-
bining this mapping with a cursor rate control (A-RC), the pulse rate
varies with the speed of the cursor. This created the feeling that fixed lo-
cations on the display trigger haptic pulses when the cursor passes over
them. On the other hand, when combining this mapping with cursor
position control (A-PC), the synchronization between cursor location
and haptic pulses is lost. The device simply pulses faster the further it
is bent.

relative bend feedback (r) for this mapping, the pulse
train is not necessarily periodic. Instead, its rate varies linearly with
the speed of the bend movement, i.e., the bend velocity:

rp(x) =
∆x
∆t

Each single pulse of the train is a 1ms length square pulse. When com-
bining this mapping with cursor position control (R-PC), absolute lo-
cations on the display seem to trigger haptic pulses as the cursor passes
over them. Conversely, when using rate control (R-RC), the pulse rate
seems to be synchronized with the acceleration of the cursor.
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5.7 experiment 1 - effects of feedback and mapping

on targeting performance

Participants performed a subset of a one-dimensional Fitts’ Law, tar-
geting task. Two vertical ribbons appeared on the display, with varying
center-to-center distances. Target width was held constant at 80 pixels. 80 pixels corresponds

approximatly to

77 mm.
Users were asked to alternately click within the left and right ribbon
25 times. Each block of trials began after the participant placed the
cursor within the left target and pressed the button. Participants were
instructed to perform the task as quickly and as accurately as possible.

5.7.1 Experiment Design

To avoid learning

effects, participants

practiced before the

experiment until they

felt comfortable using

the device using both

cursor control

mappings.

Additionally, they

actually performed 29

trials of which we

discarded the first 4.

We used a 3 × 2× 3 factorial within-subject design with repeated mea-
sures. Our factors were haptic feedback (3 levels, discussed below), cur-
sor control (position control and rate control), and target distance (150,
500, 960 pixels). Participants performed one block of 25 trials for each
of the 18 combinations of factors. Condition order was counterbalanced
between participants. Participants practiced with each combination of
haptic feedback and cursor control until they achieved less than 10%
improvement between trials. Our measures were targeting time and
error rates.

5.7.2 Haptic Feedback

Participants were provided with 3 levels of haptic feedback: no feed-
back, absolute bend feedback, and relative bend feedback. Depending
on the cursor control, the active feedback provided information on cur-
sor position (A-PC), cursor speed (R-PC, A-RC), or cursor acceleration
(R-RC).

5.7.3 Participants

12 participants performed this experiment (7 male, 5 female) with ages
ranging from 20 to 38 years. Most participants (10/12) were right
handed.

5.7.4 Experiment 1 Results

We analyzed targeting times using a repeated measures ANOVA on
haptic feedback (3) × cursor control (2) × target distance (3). The anal-
ysis showed that cursor control was a significant factor (F1,11 = 251.02,
p < .001), with position control resulting in faster targeting times than
rate control. We also found that target distance was a significant factor
(F2,22 = 339.01, p < .001) and there was a significant interaction be-
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tween cursor control and target distance (F2,22 = 108.40, p < .001). We
found no significant effects of either type of haptic feedback. We ana-This is actually super

interesting: Even

though the haptic

feedback provided

additional cues to the

user’s actions, this did

not result in a

measurable difference.

lyzed the errors using a repeated measures ANOVA on haptic feedback
(3) × cursor control (2) × target distance (3). The analysis showed
that cursor control was a significant factor (F1,18 = 9.86, p < .05),
with position control resulting in fewer errors than rate control. We
also found that there was a significant interaction effect between cursor
control and target distance (F2,36 = 0.74, p < .05).

5.8 experiment 1 discussion

5.8.1 Rate Control vs. Position Control

Users were able to complete the task faster using position control than
using rate control. When first comparing rate control to position control
most users also commented that they did not like rate control. After
using the rate controlled input for a longer period of time, however,
participants commented they also found rate control easy to use. Some
users stated that rate control was preferable for targets at large dis-
tances, while position control was better for targets at short distances.
This was, however, not supported by the targeting times; in fact, the
interaction effect we observed indicates the opposite. The error rates
appeared constant for all target distances in rate control, while for posi-
tion control larger target distances caused more errors. This may in part
explain participants’ experiences: while position control is both faster
and more precise, the precision benefit over rate control is greatest for
short movements.We wondered if

physically changing

the stiffness, rather

than virtually changing

the perception of the

device, might lead to a

different result.

Burstyn at al. [26]

followed up this work

with a more in depth

analysis, this time

using devices with

variable stiffness. They

reproduced the effects

of input method, and

they did not find any

significant effect of

device stiffness on

performance.

haptic rendering We did not find any measurable effects of
the different types of haptic feedback on task completion times. In-
terestingly, this contradicts the feedback comments we obtained from
participants: many of them found the haptic feedback helpful. This
result does not contradict previous research that observed effects of
haptic feedback on pointing tasks only when direct information about
the target is signaled (e.g. crossing the center or edge) [4, 52], as in our
experiment we only provided indirect target information such as speed
and position. We examined participants’ comments to understand how
the haptic feedback might have influenced their opinion on the proto-
type. P2 stated that “if I specifically pay attention to the feedback, it

is helpful, [but I think] my brain responds faster to my eyes than to my

finger”, suggesting dominance of the visual system in the task [4]. P6
commented that “the haptic feedback is helpful; it allows me to focus

less on the visuals.” We found this comment interesting given the mea-
sured results; despite the fact there were no differences in performance,
the participants felt it was the case. It is possible that the haptic feed-
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back can generate an additional perceptual illusion, in the same vein
to perception of animation speed in moving progress bars [71].

5.8.2 Combinations of Haptic Feedback and Cursor Control

See also table 5 in

Chapter 6.The two different types of cursor control types and methods of gen-
erating haptic feedback can be combined in four unique ways. Each
combination results in a very different experience for the user:

r-pc:

relative bend feedback,

position-controlled cursor As the cursor moves across the
screen, the user receives pulses of haptic feedback when crossing fixed
locations on the screen. When the device is released, the cursor selfcen-
ters as a result of the elasticity of the device and position control. The
haptic pulses become stronger towards the edge of the device; the ac-
tive haptics correlate with the user’s perception of passive bend forces.
These properties seem to make this combination one of the easiest to
interpret. For instance, P1 stated “I can almost close my eyes and roughly

have an idea of where the cursor is”, an idea that we explored further in
Experiment 2. The synchronization of feedback with body and display
shape makes this haptic configuration unlike regular vibration. Instead,
it is experienced as friction within the device, creating rich haptic im-
ages. Participants explained it in diverse ways: “It almost feels lit it’s

more fibrous” (P1), “It feels like I’m bending a twig of wood” (P3), “It’s a
little bit like when you are moving a rubber band along a smooth surface”

(P4).

a-pc:

absolute bend feedback,

position-controlled cursor The cursor behaves the same
way as for the previous combination, however, the pulses are no longer
synchronized to specific locations. Instead, the further the display is
bent, the faster the pulse rate. This gave an experience somewhat rem-
iniscent of flicking pages of a book at a rate that corresponds to the
exerted force. P4 explains it is “because when you bend it and hold

statically the vibrations just continue at a steady pace”, while P3 states
“that’s not a trait I would attribute to an inanimate type of object that

I am working with”. While the mapping is not direct, participants did
experience this combination potentially useful. P6 considered that “it

does a very good job in providing the user with some sort of feedback as

to the amount of pressure to exert on the screen”, while P5 considered it
to be “consistent throughout”, and P3 suggested that this combination
“could be something very useful in gaming”.
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a-rc:

absolute bend feedback,

rate-controlled cursor In this cursor control, the amount
and direction of bend determines the speed and direction of the cursor.
The haptic pulses appear at regular intervals which become shorter the
further the device is bent. This provides an effect of the pulses being
triggered by the cursor moving over fixed locations on the display; the
haptic pulses are experienced as the texture of the surface the cursor is
passing over, or as explained by P1, “It feels like it’s bumping a regular

number of times as it moves across the distance (. . . ) It’s like a texture,

like a gradient”. This combination of cursor control and feedback style
was experienced as intuitive. “The haptic feedback just makes me more

aware of the speed of the cursor” (P3); “It helps me know when to stop

moving the cursor or when to slow it down” (P4).

r-rc:

relative bend feedback,

rate-controlled cursor With this cursor control, the feed-
back has haptic pulses triggered with changes in cursor speed. It ap-
peared difficult to interpret and makes the interaction feel disjoint: “I’m
not entire sure of what the haptic feedback is indicating” (P3); “It doesn’t
particularly feel like the feedback is helping me” (P4); “[the task with this

haptic feedback is] not necessarily easier, it supplements but doesn’t make

it easier” (P5). P1 and P6 suggested, “I don’t like this”.
With combinations R-PC and A-RC, the cursor movement and active

haptic output appear closely synced, leading to a predictable behavior
of the haptic qualities of the device. For combination R-PC, it is ex-
perienced like the internal structure of the device is changing, while
A-RC is experienced much like modulating surface textures that the
cursor moves over. While A-PC did not have these properties, its clear
mapping was still considered useful. R-RC did not have the same type
of coupling experienced with R-PC and A-RC, nor did it have a clear
mapping, like combination A-PC. Unlike all other combinations, partic-
ipants did not enjoy it. With these results in mind, we used the optimal
combinations to test if the prototype would allow a user to perform a
task in an eyes-free scenario.

5.9 experiment 2 - eyes-free haptic targeting

We conducted a second experiment to assess the effects of haptic feed-
back for indicating targets without visuals. Participants performed the
same targeting task as in Experiment 1, with the same apparatus but
a somewhat larger target width of 120 pixels. We encouraged the par-
ticipants to prioritize accuracy over speed.
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5.9.1 Haptic Feedback

The participants used haptic feedback to find the target. In one con-
dition, haptic feedback only occurred when the cursor was over the
target. In another, the haptic feedback was removed only when the
cursor was over the target. A distinction from other investigations that
utilize haptic feedback to signify targets [4, 52] is that our feedback is
based both on the presence of a target, as well as the behavior of the
cursor. That is, in both haptic conditions, the user only feels haptic
feedback when the cursor is moving. We chose the feedback types that
participants felt closely matched cursor control: we used relative bend
feedback with a position-controlled cursor (R-PC) and absolute bend
feedback combined with the rate-controlled cursor (A-RC).

5.9.2 Experiment Design

We used a 3 × 2 × 2 factorial within-subjects design with repeated
measures. Our factors were feedback method (visual feedback, haptics
present only when on target, and haptics always present except when
on target), cursor control (position control and rate control), and target
distance (500 and 960 pixels). Our dependent measures were number
of errors and error size.

5.9.3 Participants and Training

6 participants performed this experiment (4 male, 2 female), with ages
between 20-26. Most (5/6) were right handed. They were given 90
seconds to explore each combination of haptic rendering.

5.9.4 Experiment 2 Results

We analyzed errors using a repeated measures ANOVA on feedback
method (3) × cursor control (2) × target distance (2). The analysis
showed that feedback method had a significant effect (F2,10 = 7.20,
p < .05) on the number of errors. Post-hoc tests, with Bonferroni
corrected comparisons, revealed that visual feedback had significantly
fewer errors than the condition where haptic texture was removed from
the targets. There were no significant effects of either cursor control or
target distance on error rates. Table 3 outlines the mean number of er-
rors for each combination of feedback method and cursor control. Table
4 presents the mean error distances.
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Cursor
Position Control Rate Control

Feedback
Type

Visual Only 1.00 (0.95) 1.00 (0.95)

Haptics On Target 4.17 (6.32) 11.00 (8.38)

Haptics Off Target 3.17 (4.71) 5.00 (2.95)

Table 3: Mean number of errors in Experiment 2.

Cursor
Position Control Rate Control

Feedback
Type

Visual Only 11.09 (0.95) 10.90 (10.51)

Haptics On Target 23.15 (17.6) 60.03 (39.69)

Haptics Off Target 22.94 (23.99) 31.91 (28.74)

Table 4: Mean error distance (pixels) in Experiment 2.

5.10 experiment 2 discussion

Unsurprisingly, the error rate and average error distance were higher in
the eyes-free conditions. However, participants were able to complete
this experiment without visuals in both cursor control conditions. The
largest average error size was around 60 pixels (∼5.8 mm), the smallest
average error size was less than 25 pixels (∼2.5 mm) from the target.
Participants were split between their preference of haptics on targets vs.
haptics off targets. Some preferred the haptics on target condition, be-
cause it felt as though they were notified once they reached the target.
Others preferred the haptics off targets, as they felt it was more contin-
uous. Transitioning from the in-between space to the targets during the
haptics off target condition was described as an interesting sensation.
Participants used colorful descriptions in trying to capture this experi-
ence. P2 stated that it was as though “the space between the targets is

land and the haptic feedback is water. It’s like falling into water”. Other
descriptions used were “It’s like sand and ice”. Often, haptic feedback
areas were referred to as “coarse”, and the blank ones as “smooth.”

5.11 affordances of reflex

The rich metaphors expressed by the participants indicate that ReFlex
is capable of eliciting haptic sensations beyond what we would expect
of traditional vibro-tactile feedback. The interplay between the passive
force feedback and active tactile feedback of the device provides per-
ceived physical affordances that can be controlled to match the require-
ments of the task at hand. These affordances can emulate mechanisms
that we are familiar with from the physical world. For example, in the
same way as we assess the length of a book by bending it and flip-
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ping through its pages, a shorter digital document would generate less
haptic pulses when the device is bent than a longer one. Frequency of
pulses would simulate page-flipping speed. These methods can also pro-
vide implicit information of one’s usage history: just as a physical book
tends to open to a section that a reader has studied intently, we could
gently guide a user to the most visited sections in a digital document
by varying the perceived separation between pages – i.e., the consec-
utive haptic pulses. We believe that the haptic feedback methods we
demonstrated are suitable for providing a user with haptic renderings
of content, inspired by the physical affordances and wear and tear of
physical media.

Figure 21: Top: Using A-RC for off-screen browsing of large lists, and com-
bination R-PC for selecting on-screen items in the list. Bottom:
Using R-PC for scrolling a text, and A-RC for annotating items.

5.11.1 Haptic Qualities for Reading

Improving the affordances of digital documents to better facilitate within-
document navigation is of increasing importance, as people use more
digital devices such as the iPad or Kindle to consuming magazines and
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books. While using these devices for accessing digital documents has
numerous advantages, there are downsides to not using paper in read-
ing tasks. These are discussed in O’Hara and Sellen’s widely cited work
comparing paper documents with their digital counterparts [126], as
well as in Marshall and Bly’s report on navigation in paper documents
[113]. A critical message from these works is that the haptic affordances
of paper provide users with serendipitous within-document navigation
methods that are lost in reading digital documents. Previous research
has proposed several ways to emulate the physical affordances of pa-
per. Some examples include the dual slate reader presented by Chen
et al. [34] and Girouard et al.’s DisplayStacks [65], based on multi-
ple thinfilm displays, among others. Our findings suggest that flexible
devices that combine active and passive haptic feedback may provide
an interesting approach to improving within-document navigation for
digital documents. The affordances of ReFlex can be used to support
the types of serendipitous navigation that we are accustomed to from
paper documents, in a form suitable for digital content.

5.12 sample applications

Based on these thoughts, we created two applications that take advan-
tage of active and passive haptic feedback to support within document
navigation. Like our experiments, these applications use the button on
the back of the device.

5.12.1 Large List Navigation

Rate control and position control can act synergistically for bend based
input. Precise on-screen targeting actions can use a position-controlled
cursor, while off-screen actions that require fast motion or continuous
input, such as scrolling, are better suited for rate control [209]. A sce-
nario that takes advantage of this technique is navigation through large
lists. Figure 21 (top) shows a user navigating a large list with bending
gestures, using rate control for off-screen list browsing and position
control when selecting on-screen items from the list. Users can select
rate control by pressing and holding the back-of-the-device button dur-
ing bends. When the button is released, ReFlex uses position control.
Items are selected from the list with a click of the button in both cases.
The haptic feedback switches between absolute and relative such that
pulses always occur at the transition between items on the list. For
item selection (R-PC) these are experienced as physical obstacles the
cursor moves over, and for off-screen scrolling (A-RC) users experience
obstacles as items enter the display.
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5.12.2 Text Navigation and Annotation

Our second application is inspired by the wear and tear of physical
documents that occurs while reading. Figure 21 (bottom) shows our
e-reader application, which features a highlight function. Users scroll
through off-screen content using rate control. Bending ReFlex into a
concave shape moves the text up; the opposite moves the text down.
When the user clicks the button, the application switches from reading
mode to highlight mode. When in this mode, users can use position
control to highlight lines of text. Highlighted areas are identifiable in
two ways: visually via a brighter foreground color, as well as haptically
through a texture. When scrolling, a highlighted area entering the view-
port is experienced as having more friction than its surrounding text.
As a user scrolls, this change in texture allows them to feel that they
are passing a highlighted section – even when not attending visually or
when scrolling quickly. The additional friction invites the user to pause
at a previously highlighted section, like a dog ear invites the reader to
open the book to a previously highlighted page.

5.13 limitations

The preliminary evaluation presented in this paper was intended as
a starting point for a more thorough study of the perceived material
properties of bendable devices when augmented with haptic rendering.
We obtained significant results for some variables from our experiments,
but our sample size was small. We therefore do not consider it a fully
conclusive or exhaustive experimental study. Our users’ feedback was,
however, informative and valuable.

5.14 conclusion and future work

We presented ReFlex, a flexible smartphone with passive and active
haptic feedback. The evaluation of the prototype indicates that it has
potential for enhancing document browsing tasks. We discussed this
possibility and we presented two application scenarios, one for browsing
long lists and another for text navigation and annotation. Many open
questions remain, and we hope to address them in future work. The
combination of bending, active haptic feedback, and different input-to-
cursor mappings allowed us to create an extremely expressive device. By
modulating several parameters of the haptic pulses – such as rate, am-
plitude and filtering – a rich haptic design language can be developed,
one that could be used to incorporate sensations of material and struc-
ture in interface design. Further investigation is needed to empirically
determine the suitability of this language for enhancing applications
such as browsing digital documents.
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6
REFLEX REVIS ITED : OPPORTUNIT IES AND
L IMITS OF MULTI -MODAL ITY

ReFlex was my first serious attempt at using vibrotactile feedback for
haptic rendering. ReFlex was also an attempt to demonstrate what
one might be able to do with a bendable smartphone. Without realiz-
ing it at the time, these two contributions led to conflicting goals in
the evaluation. We intended to demonstrate the utility of the device
we built. We did this by designing targeting tasks that showed (a) how
one might best control a cursor by bending the device, (b) how such
control strategies might be combined with vibrotactile feedback and (c)
how the haptic feedback helps complete a task eyes-free. None of these
contributions systematically explore the experience of people who used
the device. This was not because we were not interested in user experi-
ence, but rather because we assumed that changes in how the device is
experienced would result in measurable changes in performance. This
assumption did not hold.

We did find that some combinations of user control and vibrotactile
feedback combined to create something qualitatively different, which
we call material experience. Our own intuition and that of users who
tested ReFlex in pilot studies strongly suggested that these material
experiences did influence targeting behavior. To demonstrate the effects
of material experiences, we designed a third experiment. Recognizing
that the effects were subtle, we designed the haptic feedback in a way
we assumed would clearly demonstrate their utility: we changed the
material experiences to indicate that the user had reached the target. Spoiler alert:

we were wrong

6.1 recap: feedback and control methods

For sake of clarity, I will repeat the definitions of the control and feed-
back methods used in Chapter 5

6.1.1 Control

A more detailed

description can be

found in Section 5.5.

position control The user controls the cursor position. When
the device is flat, the cursor is in the middle. When the device is convex
the cursor is at the left side of the display. When the device is concave
it is at the right side of the display. Each bend level has a corresponding
cursor position.

rate control The user controls the cursor speed. When the de-
vice is flat, the cursor is stationary. When the device is convex the
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cursor moves to the left side of the display. When the device is concave
the cursor moves to the right side of the display. Each bend level has a
corresponding cursor speed.

6.1.2 Feedback

relative feedback The pulse frequency is determined by how
much the device is bent relative to its previous state. A large change in
bend corresponds to high frequency, a low change in bend corresponds
to low frequency. If the device is kept steady at any position, no feed-
back is provided. In other words feedback is coupled to user movement.

absolute feedback The pulse frequency is determined by the
bend position of the device. The more the device is bent, the higher
the frequency of the pulses. If the device is flat, then no feedback is
experienced.

6.2 what is a material experience

We found that depending on how control and feedback were combined,
these were experienced very differently (Table 5). When rate control

was used with relative feedback, the resulting experience was difficult
to understand. The vibrations felt somewhat arbitrary, and participants
found them confusing and distracting. When position control was used
with absolute feedback, user could make sense of the combination, and
thought it was potentially useful; however, it was experienced as vibra-
tions.

For the other two combinations, something exciting happened. The
input mapping and feedback merged into new experiences. Position
control combined with relative feedback was experienced as changing the
material of ReFlex, while rate control combined with absolute feedback

was experienced as friction of the cursor.
I call such experiences that emerge from congruent combinations of

vibration and user action material experiences. This phenomenon of
new experiences emerging when vibration is coupled to user action is
what the rest of this thesis explores.

6.3 can haptic feedback improve targeting perfor-

mance?

Experiment one of the ReFlex paper (See Chapter 5) compared differ-
ent types of haptic feedback, including two that lead to material ex-
periences, however, the haptic feedback was uniform – it changed the
experience of bending the devices, but it did not provide any specific
information regarding the targets. To investigate if additional haptic
information might influence the pointing behavior, we repeated exper-
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Pulse Frequency Based on
User Motion

(Relative Feedback)
Bend Position

(Absolute Feedback)

User controls
cursor speed
(Rate Control)

(a) “I’m not entire sure

of what the haptic feed-

back is indicating.”

(b) “It feels like it’s

bumping a regular num-

ber of times as it moves

across the distance (...)

It’s like a texture.”

(Perception Shift)
User controls
cursor position
(Position
Control)

(c) “It almost feels like

it’s more fibrous.”

(Perception Shift)

(d) “When you bend it

and hold statically, the

vibrations just continue

at a steady pace.”

Table 5: The combinations of (b) rate control and absolute feedback as well
as (c) position control and relative feedback changed the experienced
material properties of the device. I also refer to this phenomenon as
"perception shift".
(a) Rate control paired with relative feedback was simply confusing,
while (d) position control paired with absolute haptic feedback felt
as one might expect haptic feedback in a handheld device to feel.

iment one (see Section 5.7), but this time the presence or absence of
haptic feedback indicated to the user that they had reached a target.
As we were specifically interested in those combinations which created
new material experiences, we only used the two corresponding feedback-
/mapping combinations.

6.3.1 Experiment 3: Haptically Supported Targeting

The main difference

between this

experiment, and

experiment 2 of the

previous chapter is

visual feedback.

Experiment 2 had no

visual feedback, while

this experiment uses

visual feedback as seen

in Figure 22.

Ten participants – who had previously participated in experiment one
(see Section 5.7) – performed the same subset of a one-dimensional
Fitts’ Law targeting task again: Two vertical 80 pixel ribbons appeared
on the display, with varying center-to-center distances (see Figure 22).
Users were asked to alternately click within the left and right ribbon
25 times. Each block of trials began after the participant placed the
cursor within the left target and pressed the button. Participants were
instructed to perform the task as quickly and as accurately as possible.

We constrained the overall error rate (M: 5.4% SD: 2.2%) by asking
participants to repeat blocks if they made more than 4 errors and asking
participants to increase their speed if we saw the error rate drop below
4%.
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Figure 22: User performing experimental task.

6.3.2 Conditions – Haptic Feedback

We compared three haptic conditions (1) no haptic feedback, (2) feed-
back on the target, and (3) feedback everywhere except on the target.
We used both combinations of feedback for which new material experi-
ences emerged.

6.3.3 Experiment Design

As before, we used a 3x3x2 factorial within-subject design with re-
peated measures. The factors were distance (150, 500, 960 pixels),
haptic feedback (3, as discussed above) and cursor control (position
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Average 95% Confidence Interval
Haptics Targeting Times Lower Bound Upper Bound
None 1150.22 920.07 1380.38

On Target 1128.26 1008.96 1247.57
Off Target 1091.78 931.68 1251.88

Table 6: Targeting times per haptic condition.

95% Confidence Interval
Haptics Average Errors Lower Bound Upper Bound
None 6.1% 4.4% 8.3%

On Target 4.7% 2.6% 6.9%
Off Target 5.4% 3.5% 7.3%

Table 7: Recorded Errors per Haptic Condition

control and rate control). Participants performed one block of 25 trials
for each of the 18 combinations of factors. As before, condition order
was counterbalanced among participants, and participants practiced
with each combination of haptic feedback and cursor control until they
achieved less than 10% improvement between trials. Measures targeted
time and error rates. The variability of the

non-haptic conditions

is consistently larger

than of the conditions

using haptics. This is

reflected in the

confidence intervals.

6.3.4 Analysis

We conducted an ANOVA on the targeting times of the first 21 success-
ful trials using distance (3) × haptic feedback (3) × cursor control (2)
× repetition (21) as factors. Similarly to experiment one of Chapter 5,
we found that target distance (F2,12 = 126.02, p < .001, η2

p = .955)
and cursor control (F1,6 = 295.132, p < .001, η2

p = .98) had signifi-
cant effects. They also had a significant interaction effect (F2,12 = 12.6,
p < .001, η2

p = .783).
Even though the average targeting times decreased for haptic feed-

back (See Table 6) the result was not significant (F2,12 = .933, p = .421,
η2

p = .134). We also analyzed the repetitions to see if there were any
additional learning effects due to haptic feedback, but did not find any

6.3.5 Experiment 3: Errors

We constrained the error rates to ensure that changes in difficulty would
result in changes in targeting times, rather than changes in errors. How-
ever, as we did not find any effects of haptics on targeting times, we
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wondered if this might have been unsuccessful. A preliminary glance at
the data (Table 7) suggests that haptic feedback reduces errors. How-
ever, after conducting an ANOVA to analyze errors, we found the effect
was not significant.

We analyzed the errors per condition. We conducted an ANOVA on
distance (3) × haptic feedback (3) × cursor control (2). We found
no effect of distance (F2,18 = 1.067, p = .365, η2

p = .106) or haptics
(F2,18 = 2.422, p = .09, η2

p = .234). We did find a slight effect of
mappings (F1,9 = 6.395, p = .032, η2

p = .415). It should be pointed
out that we constrained the possible error range, which would limit
our ability to detect significant effects. A slightly different study design
would be required to better understand the effects of haptic textures
on precision.

6.3.6 Discussion

In experiment one of Chapter 5, we tested two conditions where the
material experience of the interaction was modified by haptic feedback.
In one condition users experienced additional haptic cues while bending,
in the other condition users could feel friction as the cursor moved over
the screen. Even though participants felt as though this helped them
complete the tasks, this was not reflected in the data.

In this chapter, we conducted the same experiment again, but this
time we only changed the material experience to indicate that the user
is entering or exciting a target. We assumed that – if there was an effect
of changing the material experience – this experiment would surely
capture it. However, again, the effects we found were small and not
significant.

In Chapter 5, we report on an experiment very similar to the one
presented in this Chapter. The difference was that, in Chapter 5 we
provided no visual information to the users. The users had to find and
click the targets focussing only on the changes in material experience.
Here we argue that, because users were able to complete the task, there
clearly is an effect of material experience.
It appears that if a task – such as a Fitts’ Law-style targeting task –

is presented to the user with sufficient visual information to complete
it with maximum efficiency, adding information on other sensory chan-
nels does not further improve the performance. I assume that, if tasks
provide users with successively less visual information, the effects of
the haptic feedback would similarly become stronger.
The trends found in our data suggest haptic feedback may have very

small effects – even in this very visual task – but that these effect sizes
are too small to be found in the relatively small samples sizes of our
experiments and that they are not relevant for the type of task we are
interested in.



6.4 latency and multi-modality 69

Experimental Device Demo Device

Strain Gage
(Omega Engineering)

Resistive Flex Sensors
(Flexpoint)

Sampling at 12 bit
(∼ 4000 usable values)

Sampling at 8 bit
(∼ 700 usable values)

Sampling 200 times per second Sampling 60 times per second

Table 8: Comparison between sensing setup of experimental and demo device.

6.4 latency and multi-modality

We demonstrated ReFlex at TEI 2016 in Eindhoven. As the demon-
stration device was a different version of the device than our initial
implementation which we used for our experiments, we were able to
gather additional anecdotal observations. The two main differences be-
tween the devices were sensing fidelity and applications. The demo
device had a scaled-down bend-sensing system compared to the exper-
imental device (see Table 8) and the system was demonstrated using
two applications designed and implemented by Jesse Burstyn, Ze Ye
and Roel Vertegaal (see Figure 23).

The first application was an interactive comic book which users could
flip through by bending the phone. The second was an Angry Birds
clone, where users could catapult birds by bending the phone. The
comic book app used rate control together with absolute feedback for
simulating page-flipping. The Angry Birds clone used position control

with relative feedback. Additionally, a varying bandpass filter was ap-
plied which had a high centre frequency when the phone was strongly
bent and a low centre frequency when it was only bent slightly. This
provided an effect of pulling elastic, as one does when catapulting angry
birds. Video of the

demo-session at TEI

can be viewed here:

https://youtu.be/

nh47viOT0-Y.

The demo was met with great enthusiasm. Subjectively, we felt that
the reduced sampling rate and fidelity reduced the impact of the mate-
rial experience. However, people trying out the applications – experts
and novices alike – all provided us with extremely positive feedback.
Experts in haptic feedback design told us that it was especially the
merging of the visual and haptic elements which made it such a strong
experience. Some visitors (typically those who had read our publica-
tion) tried the system eyes-free and commented that they felt the ma-
terial experience did not work as well without the visual element. This
reaction was similar to our own impression.

https://youtu.be/nh47viOT0-Y
https://youtu.be/nh47viOT0-Y
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Figure 23: Applications using the two mappings

6.5 conclusion

The experiences of demoing ReFlex live and the follow up experiment
and analysis presented in this chapter provided three insights: (a) that
visual information dominates tactile information when both are present,
(b) that it’s important to sample the user’s motion with high precision,
and (c) that there are only negligible or no effects of varying the mate-
rial experience on pointing.

As we did not find any effects of varying the material experience
on pointing, I decided to avoid evaluating material experiences with
performance oriented tasks in the future. While the second study of
ReFlex demonstrates that situations where there is a benefit of varying
material experiences can be created, clearly there are other ways that
this type of haptic feedback influences the experience of using an in-
teractive system. Instead of viewing material experiences through the
lens of performance, from now on I intend to focus on the experience
itself.

The extent to which the lower fidelity of the sensing system changed
the strength with which the vibrotactile signals and the user motion
merged to a material experience was subjectively strong. The change
in users’ reactions between demo system and experimental system was
noticeable. Because of this, sampling rate and fidelity will be central
design considerations in future material experience explorations.
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The dominance of visual information is first hinted at by the null ef-
fect of haptic feedback in a visual pointing task. It is further reinforced
by the fact that the strong visuals of the demo applications appeared to
mask the lower fidelity of the haptic feedback. To avoid visual informa-
tion as a confounding factor, I decided to avoid using visual feedback
at all in future experiments.





Part II

P E RC E P T I O N

In this section, I investigate the experience of interacting with devices
that provide haptic feedback coupled to user motion. First, in
Generating Haptic Textures, I explore the design of the haptic signals.
Using magnitude estimation, I observe how changing parameters of
the haptic signal influences how people evaluate their experience. In
the second paper, Pulse Trains, I explore how various mappings from
motion to feedback are experienced. For this paper, I conducted
in-depth interviews which provide rich descriptions of the process of
perceiving haptic feedback from which material experiences emerge.

These papers are special to me as they were my first research papers
which were not driven by a technology I wanted to develop, or by an
engineering problem I hoped to solve. Instead, the research questions
stood in the foreground, and any technology developed was created in
service of that research question. These papers are also special to me
as they were the first papers where all aspects, from ideation to
execution, were under my control. These papers put me far out of my
comfort zone, and I feel that I learned a great deal from them, not
only about perception, but about conducting research in general.
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Abstract

Vibrotactile actuation is typically used to deliver buzzing sensations.

But if vibrotactile actuation is tightly coupled to users’ actions, it can

be used to create much richer haptic experiences. It is not well

understood, however, how this coupling should be done or which

vibrotactile parameters create which experiences. To investigate how

actuation parameters relate to haptic experiences, we built a physical

slider with minimal native friction, a vibrotactile actuator and an

integrated position sensor. By vibrating the slider as it is moved, we

create an experience of texture between the sliding element and its

track. We conducted a magnitude estimation experiment to map how

granularity, amplitude and timbre relate to the experiences of

roughness, adhesiveness, sharpness and bumpiness. We found that

amplitude influences the strength of the perceived texture, while

variations in granularity and timbre create distinct experiences. Our

study underlines the importance of action in haptic perception and

suggests strategies for deploying such tightly coupled feedback in

everyday devices.

7.1 introduction

Active exploration is required if one wishes to understand the texture
of an object: When resting a finger on a material, we perceive the
material’s basic features, such as cues related to shape and temperature.
To understand the texture, we also need to know what it feels like to
move one’s finger over it. The relative motion of the fingertip and the
surface create vibrations [107] and these vibrations activate sensory
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receptors in our fingertips [13]. Through them the material comes alive
in our hands [12].

In HCI it is becoming more common to apply this insight in the
design of vibrotactile feedback, leading to systems that tightly couple
vibration to human motion. Such feedback has been used to change
the perceived compliance of materials [90, 171], emulate mechanically
complex systems [206], and simulate contact with different surfaces
through a proxy tool [40, 146].
While a haptic experience of texture is caused by our body moving

relative to a surface or material, it is not clear what characteristics of
a material make us experience its texture in a particular way. Conse-
quently it is not clear how to manipulate vibrotactile feedback if one
wishes to generate a specific haptic experience. Previous explorations
have either used discrete mappings between pulse trains and motion
or pressure [90, 171], or attempted to recreate the original sensation as
closely as possible by recording the vibrotactile signature of a surface
and playing it back [40, 146]. However, the first approach is difficult to
generalize, as we do not understand how the experience would change if
the mapping is changed, while the second approach does not contribute
to an understanding of why different types of vibrotactile actuation are
experienced in certain ways.
To better understand how the experience of texture can be manip-

ulated by varying parameters of vibrotactile feedback, we conducted
a magnitude estimation experiment [162]. The experiment uses haptic
feedback that is tightly coupled to user input. To achieve this, we cre-
ated a slider consisting of a glide-bearing that moves over an anodized
aluminum rod. This bearing is augmented with a vibrotactile actuator
and a position sensor with high spatial and temporal resolution. As a
user moves the slider over the rod, we provide haptic pulses synchro-
nized to the user’s motion. This is experienced as a texture between
the slider and its track. In the experiment, we adjusted the parame-
ters with which we generated the vibrotactile feedback, while asking
participants to rate their experience of the texture.
We found that bumpiness, roughness, adhesiveness and sharpness all

had unique granularity and timbre profiles, which suggests that these
parameters can be used to generate qualitatively distinct sensations.
The response curve of amplitude displayed different slopes, suggesting
that sensations such as bumpiness or roughness benefit from high am-
plitude vibration more so than adhesion or sharpness. The results also
suggest that pulse frequency might play a less important role than
expected and that timbre should be further investigated for a better
understanding of haptic experience.
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7.2 related work

Our work is about haptic experiences, in particular, the experience of
texture. A host of work exists on classifying and mapping such expe-
riences (e.g., [203]). The vocabulary we will use is based on Okamoto
et al. [130], who presented a synthesis of dimensions of haptic percep-
tion from 18 studies. Okamoto et al. identified three major perceptual
dimensions: hard/soft, cold/warm and a texture dimension of rough/s-
mooth. They also suggested that the roughness dimension has micro
and macro sub dimensions, and that sticky/slippery could be another
possible dimension [130]. We use roughness and bumpiness as more col-
loquial terms for micro and macro roughness, while we use adhesiveness
to capture the sticky/slippery dimension. Sharpness was added based
on user feedback during a four person pilot study. We first discuss the
role of vibration in setting about such experiences. Then we survey
techniques for creating vibrotactile feedback and show how coupling
them to user movements help create experiences of haptic textures.

7.2.1 The Role of Vibration in Experiencing Surfaces

A discussion of the

different types of touch

recepters can also be

found in Chapter 3, an

overview is provided in

Table 2.

To fully experience the haptic qualities of a material, touch alone is
insufficient. Resting one’s hand on a material may evoke an impression
of temperature or reveal shape features if they are prominent enough
to distort the skin, but to feel how hard a material is, one needs to
actively press against it; to experience its texture, one must move ones
finger relative to the object one is touching [88, 95]. When one moves a
finger over a surface, the texture of the fingertip in combination with the
texture of the surface produce vibrations [13, 107]. These vibrations are
used to infer information about the material we are touching [12, 103].
In The World of Touch, Katz [88] differentiated between the sensation
of vibration and that of pressure. He argued that either can occur
without the other: When touching an object without moving it, we
perceive pressure, but not friction. When letting a pen loosely glide
over a piece of canvas we feel the vibration induced by the motion, but
not pressure. This vibration is sufficient for us to experience the texture
that the pen is gliding over. This idea is supported by the modern
understanding of the physiology of tactile perception: There are four
main types of nervous receptors in the skin. Ruffini’s Cylinders and
Merkel’s Disks are related to skin deformation and pressure perception.
Meissner’s Corpuscles respond to vibration from ∼30 Hz to ∼80 Hz
while Pacinian Corpuscles react to vibration from ∼250 Hz to ∼350 Hz.
A large body of studies suggests that perception of textures is linked
to vibration at frequencies sensed by the Pacinian system [13, 14, 95,
103, 208]. This suggests that we can create an experience of texture
using solely vibrotactile actuation.
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7.2.2 Vibrotactile Feedback Technologies

As vibrations are key to the experience of texture, we review technolo-
gies for generating vibrotactile feedback. The most common way of do-
ing so is using Eccentric Rotating Mass vibration motors (ERMs). Rum-
ble packs for game controllers were early uses of ERMs [136]. ERMs fit
into a mobile device but are typically limited to alerting, shaking, and
pulsating. In research they appear to be the go-to solution for quick ex-
perimentation (e.g., [156]), though the limitations created by the slow
speed up times and a coupling of intensity and frequency of the ERM
stimulation are well understood [211]: the amplitude and frequency of
their actuation cannot be controlled independently.

Piezo actuators have been used to overcome this limitation. While
piezo elements are often used for friction reduction in haptic interfaces
(e.g.,[5, 199]), they can also provide traditional vibration at lower fre-
quencies as well as clicking sensations. Various methods have been sug-
gested for using this to augment displays of mobile devices with addi-
tional haptic cues [105, 141, 142]. While piezo elements have high tempo-
ral precision, they have relatively small actuation range, and therefore
low achievable amplitude.

Vibrotactile feedback can also be created using solenoid-style actua-
tors (also known as voice-coils, tactors, or haptuators). Such actuators
work as audio-speakers do: A magnetic core is constrained within a
copper coil. The magnet moves proportionally to the amplitude and di-
rection of the electrical signal applied to the coil. Using audio speakers
for haptic feedback was first described in 1926 to enable deaf people to
‘feel’ speech [58]. Since then, devices have been improved to minimize
sound generation [205]. These devices can be controlled with an au-
dio signal, achieve a higher velocity than piezo actuators, and achieve
high temporal precision. Therefore, they have become a popular tool
for exploring haptic feedback within the HCI community, for example
in papers by Israr and Zhao [211–213], Strohmeier [171] and others [64,
79, 206].

7.2.3 Coupling User Action and Vibrotactile Feedback

As argued above, texture is experienced through movement. Therefore,
there has been a growing interest in coupling movements and vibro-
tactile feedback to create experiences of roughness, compliance, and
other dimensions of haptic experiences. Nara et al. [123] demonstrated
a ‘slider’ consisting of steel balls on a variable friction surface. Using
a friction reduction approach, Nara et al. were able to provide distinct
haptic sensations by adjusting the frequency at which they provided
bursts of low friction relative to the motion of the user’s finger.
Tactile texture discrimination in robotic applications is typically

achieved by moving a probe over a surface and analyzing the frequency



7.3 implementation of haptic feedback device 79

and spectral response of the signal [204]. This approach of measuring
textures with a moving probe was adopted by Romano and Kuchen-
becker who coupled such a recording device to a playback device. The
playback device is held by the users and, as it is moved over a flat and
smooth surface, provides them with the sensation of moving the de-
vice over one of the pre-recorded materials [40, 146]. This link between
user action and haptic feedback need not be limited to motion. Kildal
[90] explored coupling pulse speeds to pressure exerted on a surface,
providing users an experience of compliance. Yao and Hayward [206]
coupled pulse speed to the angle at which a rod is tilted, providing
an experience of an internal rolling stone. Strohmeier et al. [171] pre-
sented a flexible device which couples pulse frequency to changes in
the amount by which the device is bent, resulting in an experience of
changing material composition. All work listed above is based upon a
common principle: When coupling vibrotactile feedback with user mo-
tion, vibration and motion are perceptually combined, leading to a new
experience. The vibration is no longer attributed to a vibrating actua-
tor, but rather is felt to be a property of a dynamic system that does
not vibrate [123]. Therefore, if one wishes to find parameters of vibro-
tactile feedback that lead to an experience of texture, these parameters
must also be adapted to user motion.

7.2.4 Open Questions

The literature suggests that coupling vibrotactile feedback with user
motion is promising. However, previous work has either not systemati-
cally varied the parameters with which the feedback is generated [171,
206], or presented only anecdotal results regarding the mapping of
feedback parameters to experiences of texture [123]. Kildal conducted
a qualitative study of two levels of four parameters (granularity, ampli-
tude, grain-distribution and regularity), demonstrating that they could
create a variety of sensations [90]. However his analysis was not de-
signed to link variations in feedback parameters to variations in expe-
rience of texture. Kildal stipulates that “Future controlled studies will
focus on answering this question.” [90], p.7. We next describe a simple
haptic interface that we use to conduct such an experiment.

7.3 implementation of haptic feedback device

We envision vibrotactile feedback coupled to human action to be used
for augmenting tangible interfaces with additional dynamic material
properties – similarly to how projection is used to augment the appear-
ance of tangible tokens. Ideally we would like to explore such feedback
in unconstrained space, using 3D motion tracking. However, for the
sake of a controlled experiment and to maximize spatial and temporal
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Figure 24: Slider used for experiment. Participants interact with slider by
moving the silver glide bearing. The optical sensor measures the
movement and the Haptuator vibrates the device relative to the
speed at which the slider is moved.

sensing resolution, we constrain interaction to moving an object along
a straight path.

mechanics We created a custom slider using a linear glide bearing
(length 80 mm) with a Frelon GOLD® lining and a anodized aluminum
rod (� 20 mm, length 500 mm) as seen in Figure 24. We opted for glide
bearings, because they create only negligible vibrations when moved.
Sensing

We used an optical sensor, harvested from a Logitech M500 mouse.
The sensor was placed on the gliding element, so it would move a com-
puter’s cursor as the slider was moved. The update rate of the sensor
was measured to be 125 Hz and the step resolution was measured to be
0.032 mm (note that we disabled mouse acceleration).

signal flow & vibrotactile actuation We used a BM3C
Haptuator by TactileLabs. The haptic feedback was generated as an au-
dio signal based on cursor position, which was sampled at 200 Hz using



7.3 implementation of haptic feedback device 81

Max/MSP. The audio signal was played back using an external sound-
card (UR44 by Steinberg) and a low power, generic audio amplifier
connected to the haptic actuator. The delay between onset of motion
and haptic actuation was estimated to be around 20ms (4.5ms from
the soundcard, 2ms for registering movement, 8ms for updating cur-
sor position from the mouse, and 5ms from Max/MSP operating in
overdrive mode).

parameters of vibrotactile actuation Sound is typi-
cally produced by a vibrating object that causes longitudinal waves in
the air, which we then hear. Because what we hear is directly linked
to the vibration of such an object, we can use existing vocabulary that
describes sound for describing the vibrations that cause the sound, such
as amplitude (loudness), frequency (pitch), and timbre (the quality of
a sound, or color – consider the difference in sound between the vowels
in ‘eek’ and ‘oh’).
While amplitude and timbre can directly be applied to haptic feed-

back, frequency cannot be a feedback parameter, as we vary frequency
with user input speed. Instead we use granularity as a constant that,
multiplied with the motion of the user, results in frequency. We gener-
ate haptic feedback as a series of 64 sample pulses. The frequency with
which they occur is based on the user’s action and granularity of the
virtual texture:

f = Granularity×UserMotion

User motion is defined as the speed with which the slider is moved.
It is measured in cm per second:

UserMotion =
cm

seconds

granularity represents the number of features on a surface. We defined
it as pulses per cm (p/cm):

Granularity =
pulses

cm

The pulse frequency can therefore be expressed both by granularity
multiplied by user motion, or for the implementation, as pulses per
second:

f =
pulses

cm
· cm

seconds
=

pulses

seconds

Finally, we pass the signal through a bandpass filter to modulate its
timbre, allowing us to create sensations which are qualitatively distinct
while sharing the same granularity and amplitude.
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7.4 experiments

Having established the feedback parameters, we are now interested to
investigate how these can be used to create different texture experi-
ences. There are a number of established psychophysical research meth-
ods that are used to “derive an understanding of the relation between
changes in the physical stimulus and the associated sensation” [85],
p.11. Of those, we chose to use magnitude estimation, in which users es-
timate the strength of individual stimuli by assigning numbers to them
[60, 162]. Because this method does not set a predefined maximum or
minimum, we felt that it was best suited for an experiment in which the
presence of the target experience is not known. The result of this exper-
iment will allow us to create response curves that show how a change
in the vibrotactile feedback influences the experience of texture.

Granularity Amplitude Timbre

Figure 25: Naïve visualization of vibrotactile parameters.

To make basic comparisons between the effects of individual param-
eters and to validate the magnitude estimation experiment we decided
to add a second task. Participants were asked to produce the texture
experience that they previously evaluated, using the same parameters
as in the magnitude estimation task.

As we were interested in potential interaction effects of the haptic
feedback parameters, we opted for a factorial design. Based on a pilot
study, we chose to compare the effects of 5 levels of granularity, 3
levels of amplitude and 4 levels of timbre on participants’ experience
of roughness, bumpiness, adhesiveness and sharpness.

7.4.1 Experimental Apparatus

We used the linear slider described in the implementation section. The
experimental flow and data-logging were done in Processing. Communi-
cation between Processing and Max/MSP was handled by OSC [201].
To ensure that participants base their responses solely on their haptic

experience, participants were asked to wear headphones during both
tasks of the experiment. The headphones were playing white noise to
mask any external sound.
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7.4.2 Independent Variables

When reasoning about the effects of different feedback parameters, and
for choosing appropriate levels, we think of them as shown in a naïve
model in Figure 25.

granularity We imagined granularity to correspond to individ-
ual surface features. When impulses can be distinguished from each
other, we expected them to be described as bumps. At higher granular-
ity levels, for which individual pulses cannot be clearly distinguished,
we expected users to report an experience of roughness. We expected to
find a point at which pulses are generated so rapidly that they cannot
be distinguished from each other at all, leading to smooth experiences,
potentially influencing the perceived adhesiveness.
The granularity levels we chose were 312.5, 19.53, 4.88, 2.44, 1.22

pulses per cm. The choice was constrained by the sensing resolution of
the optical flow sensor used (0.032 mm per step). Our particular soft-
ware implementation also required us to use values sharing a common
denominator. Based on the sensing resolution, the highest achievable
granularity was 312.5. The other values were chosen based on a geomet-
ric series, while still having a distribution that naively felt equidistant
to the experimenters. We chose to pick geometric series as these reflect
our acoustic understanding of frequencies: octaves form a geometric
series (e.g., A3 = 220 Hz, A4 = 440 Hz, A5 = 880 Hz).

amplitude We expected amplitude to modify the intensity of a
given experience, while not having any influence on the type of experi-
ence. Amplitude levels chosen were set in Max/MSP to -9.8db, -6.8db
and -3.8db relative to line level. If the amplitude approached line level
any closer, there were some timbre and granularity combinations which
could make the experimental apparatus vibrate to the extent that the
optical flow sensor could detect the vibration. This would lead to a feed-
back loop causing continuous vibration. The lowest value was chosen
so that all combinations would still be clearly perceivable. The medium
value was selected halfway between these two (in regards to sound, the
perceived amplitude doubles every 6db).
The output from Max/MSP was set to default, as was the internal

volume regulation of the UR44. The output of the UR44 was set to 75
% and connected to a 4.5V, 1W preamp set to maximum volume.

timbre We believed that timbre would have an influence on how
clearly impulses can be felt, interacting with how granularity is expe-
rienced. We also expected timbre with a high frequency peak to feel
sharper than timbre that peaks at low frequencies. We adjusted the
timbre of the pulse train using a band-pass filter. The filter was imple-
mented using the state variable filter object (svf∼) of Max/MSP with
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Figure 26: Objects used to discuss texture experiences.

the Q set to default. We chose to center the filter on 40, 80, 160 and
320 Hz (in the rest of the paper, when we speak of ‘high’ or ‘low’ tim-
bre, we are referring to the center frequency of this filter). These values
were chosen as they encompass both the typical response frequencies of
Meissner’s Corpuscles (∼30 to ∼80 Hz) as well as the Pacinian system
(∼250 to 350 Hz) and because they are a geometric series.

7.4.3 Experimental Measures

The dependent variables were the participant’s estimation of rough-
ness, bumpiness, sharpness and adhesiveness. To ensure that we had a
shared understanding of the words chosen to describe these experiences,
we discussed them using example objects (Figure 26). We described ad-
hesion as a measure of stickiness which is highest when the slider felt
most sticky and is lowest when the slider did not feel sticky or felt slip-
pery. We demonstrated this by the difference felt when moving a finger
over the smooth area of a stone, compared to the silicone surface of
a bicycle light. We intend it to capture the sticky/slippery dimension
described by Okamoto [130].
We described roughness as a sensation relating to how coarse a tex-

ture is. Roughness is lowest when structures are very close together,
as if the slider was moving over very fine sandpaper and higher when
structures are larger and further apart, as if moving over coarse sand-
paper. We discussed this using the broken edge of the stone in Figure
26 and the smooth side of the stone as examples. Roughness is used to
capture the micro-roughness dimension [130].
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We described bumpiness as the experience that there are distinct
shape features on the object, which could be distinguished from others.
Low bumpiness is when the slider feels as if it is moving over a flat
surface, high bumpiness is when there are a large number of shape
features. We again used the stone which had several bumpy features
as an example. The comb seen in Figure 26 was used to discuss that
as bumps move closer together, they might no longer be experienced
as discrete bumps. Bumpiness is expected to capture macro-roughness
[130].

We described sharpness relating to bumps as an estimate of how
pointy a bump is. For experiences of roughness, we described sharpness
as ‘the potential of the texture to scratch you’. We used the pointy and
blunt sides of the comb as well as sandpaper and canvas as examples.
Sharpness was added based on feedback from participants in a pilot
study.

7.4.4 Task 1: Magnitude Estimation

In this task we investigate how the perception of textures changes when
the stimulus changes (e.g., “Does roughness increase with granularity?”
or “How does changing the timbre influence how adhesive something is
perceived to be?”). To do so we conducted a fully factorial magnitude
estimation experiment based on the design suggested by Stevens [162]
as described by Gescheider [61]. For each trial we varied levels of fre-
quency, amplitude or timbre. The measures were the user’s estimation
of adhesiveness, roughness bumpiness or sharpness. The measures were
blocked and the blocks were counterbalanced between participants. The
feedback parameters were randomized for each block.

Participants were read the following text (adapted from Gescheider
[61]) and given a written copy, which the experimenter discussed with
them sentence by sentence.

“As you move this slider, we will provide you with varying haptic

stimuli. Your task is to tell us how strongly you experience

(adhesion/roughness/bumpiness/sharpness) by assigning a number to

the sensation. Call the first sensation any number that seems

appropriate to you. Then assign successive numbers in such a way

that they reflect your subjective impression. There is no limit to the

range of numbers you may use. You may use whole numbers, decimals

or fraction. Try to make each number match the intensity with which

you perceive the sensation.”

Participants were told not to set a maximum or minimum value be-
fore they started the experiment and were instructed to report their
initial judgements without dwelling too long on any particular trial.
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Figure 27: Participants conducting the magnitude estimation task.

7.4.5 Task 2: Haptic Texture Production

This task investigates how the perception of textures compare to each
other (e.g., “Is a high frequency timbre component more important for
the experience of sharpness than for the experience of roughness?” or
“Does amplitude play an equal role for all experiences investigated?”).

Participants were presented with a digital interface with 3 sliders:
A 5-point slider for frequency, a 3-point slider for amplitude and a
4-point slider for timbre, corresponding to the levels of the stimuli ex-
perienced in task one. The sliders were not labelled and the participants
received no instructions on the effect of moving the sliders. Participants
were asked to create the sensation they felt best represented roughness,
bumpiness, sharpness or adhesiveness to them. They were not given a
time limit. The discrete scales were chosen, so participants would not
be able to create experiences of texture which they were not presented
with during the magnitude estimation task.

7.4.6 Experimental Procedure

Upon signing of consent forms the experimenter discussed the depen-
dent variables with participants as outlined above. Once participants
and experimenter felt they had a shared understanding of the experi-
mental measures, the experimental procedure was explained. When the
participants felt that they understood the instructions, they conducted
a practice experiment with 7 combinations of levels for each measure.
This was done to familiarize participants with the device and prevent
learning effects.

Task one and two were interwoven. After participants completed a
block of task one, they proceeded to create the corresponding experi-
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ence for task two. Each participant spent approximately 75 minutes on
the entire procedure (Figure 27).

7.4.7 Participants

We recruited 24 participants of which 10 were female. Participants were
between 22 and 79 years old (M 35.8, SD 13.6).
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Figure 28: Data processing steps: means of raw data (left), normalized geo-
metric means (center) and visual response scales (right). Each line
represents the data of one participant. The geometric mean of all
participants is indicated in red.Two participants are highlighted to
show how the transformations influence individual response curves.

7.4.8 Data Analysis

The raw measures (Figure 28, left) of task one (magnitude estimation)
were normalized per participant, by dividing each participant’s data
by their highest response (Figure 28, center), as discussed by Jones et
al. [85]. A repeated measures multivariate ANOVA was conducted on
this normalized data. For descriptive statistics we took the geometric
mean for each level of each parameter, as suggested by Gescheider [61],
p.239. For creating visualizations of the data, we translated the individ-
ual response scales, based on the difference of participant average from
the grand mean average (Figure 28, right), as suggested by Han et al.
[68]. For the exact calculation please refer to the spreadsheet provided
with the supplementary material, or see Han et al. [68]. Note that we
cannot make any claims in terms of magnitude between the responses
of individual participants or between the strength of the experiences.
What the response curves do show is if and how a change in our hap-
tic feedback parameter (x-axis) led to a change in how participants
experienced the texture (y-axis).

The data for task two required no further normalization. We analyzed
it using a within-subjects multivariate ANOVA.

All reported statistics use Greenhouse-Geisser correction if the as-
sumption of sphericity is violated. If the Greenhouse-Geisser estimate
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of sphericity is > 0.75, Huynh-Feldt correction was used. Post-hoc tests
were Bonferroni corrected.

7.5 results – magnitude estimation

Based on the multivariate ANOVA, we found that manipulating hap-
tic feedback parameters did indeed lead to changes in the experience of
texture. We found significant main effects for timbre (F12,204 = 8.100,
p < .001) amplitude (F8,88 = 6.647, p < .001) and granularity
(F16,368 = 2.942, p < .001). The way the experience of texture is influ-
enced, differs for each feedback parameter: granularity does not exhibit
a clear trend, which is reflected in its low effect size (η2

p = .113) while
timbre had a larger effect (η2

p = .323) that appeared quadratic. Am-
plitude appeared linear and had the strongest effect size (η2

p = .377).
We did not find any interaction effects. To better understand the ex-
periences of texture, we next look at the individual univariate results.
Because our main focus is to better understand the experiences of tex-
ture, we will report the rest of the results grouped by experience type,
as visualized in Figure 29.

7.5.1 Bumpiness

While granularity did not have a significant effect on bumpiness (Fig-
ure 29, top), we can see a negative trend. Bumpiness is strongest for
granularities below 4.88 p/cm. The effect of granularity appears non-
linear. It drops between 2.44 p/cm and 4.88 p/cm but otherwise the
negative trend appears negligible. We consider bumpiness to be equiv-
alent to macro-roughness, and as such expected bumpiness to increase
where roughness decreases. The response curve of granularity indeed
shows an opposite trend to roughness (Pearson’s r = - 0.84). Amplitude
had a significant effect on perceived bumpiness (F1.185,27.479 = 41.567,
p < .001) though the effect size was somewhat lower than for rough-
ness (η2

p = .644). The response curve for timbre peaks at 80 Hz and
then directly starts to decline. The effect of timbre was significant
(F2.235,51.410 = 25.006, p < .001, η2

p = .521) and had a quadratic re-
sponse curve. Timbre at 80 Hz and 160 Hz was different from 40 Hz
and 320 Hz (p < .005).

7.5.2 Roughness

In Figure 29 (second from top) we see that perceived roughness in-
creased with increasing granularity (F1.905,43.819 = 6.170, p < .005).
While overall this effect is not particularly strong (η2

p = .212), for the
lower range of granularity it was experienced much stronger than for
higher levels. Below 4.88 p/cm the average rating increase per p/cm is
3.46% of the grand mean, while above 4.88 p/cm it only increases by
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Figure 29: Response curves. Each line represents the geometric mean of how
strongly a participant experienced roughness, bumpiness, sharp-
ness or adhesiveness at the indicated level of the feedback param-
eter. The bold lines represents the geometric mean of all partici-
pants.
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0.04%. This effect is somewhat hidden by the logarithmic scale: please
note that the granularity values double with each step on the x-axis.

We expected that as granularity increased, it would eventually be ex-
perienced as smooth and that we would see a dip in our response curve
(blue, left). While this did indeed happen for some participants, the
mean actually slightly increased. We also did not find a significant differ-
ence between a granularity of 19.53 p/cm and 312.5 p/cm. This could
mean that we did not test a wide enough range of granularities, or that
the timbre levels that were experienced as rough masked the effect of
the decreased granularity. Looking at amplitude, we can see that there
is a strong linear effect on perceived roughness (F1.216,27.976 = 49.357,
p < .001, η2

p = .682). Post hoc analysis revealed that all levels were
significantly different from each other (p < .005).

Finally we can see that timbre has a steep rising slope between
40 Hz and 80 Hz. While for 8 participants the experience of roughness
peaked at 80 Hz, the grand mean continued to rise by an additional
5.45%, peaking at 160 Hz, after which the experience of roughness de-
clines. Timbre had a significant effect (F2.554,58.743 = 49.063, p < .001,
η2

p = .681) and post hoc analysis revealed that 40 Hz and 320 Hz were
different from 80 Hz and 160 Hz (p < .005). A contrast confirmed the
quadratic nature of the response curve.

7.5.3 Sharpness

Sharpness (Figure 29, second from bottom) appears superficially sim-
ilar to roughness, but there are slight differences which will become
more prominent in task two. Low granularity was typically not ex-
perienced as sharp; there appears to be a significant positive trend
(F2.49,57.259 = 7.913, p < .001, η2

p = .256). Beyond 19.53 p/cm this
effect is weaker, though for 11 participants the experience of sharpness
continued to increase at 312.5 p/cm. Amplitude had a significant ef-
fect on sharpness (F1.110,25,522 = 17.86, p < .001) but the effect size
is much lower than for roughness and bumpiness (η2

p = .426). The re-
sponse curves for timbre show that the experience of sharpness declined
relatively little between 160 Hz and 320 Hz (for sharpness the decline
is 18% of the grand mean, while for adhesiveness it is 24, for bumpi-
ness it is 32% and for roughness it is 46%). In fact, for 9 participants
the experience of sharpness increased between these two values. This
suggests that high frequency timbre is most likely to lead to sharp sen-
sations. The overall effect of timbre on sharpness was also significant
(F2.164,49.772 = 11.903, p < .001, η2

p = .341). Sharpness again lead to
a quadratic response curve, however, it was the only experience for
which the timbre level of 320 Hz was not significantly different from
80 Hz and 160 Hz.
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7.5.4 Adhesiveness

Looking at all response curves for adhesiveness, there appears to be
high agreement. However, many participants reported that they had
difficulty rating adhesiveness. Because of this, we suspect that the lower
amount of variance simply means that there were very few moments at
which users felt adhesiveness strongly enough to give it a confidently
high rating (Figure 29, bottom). We found statistically significant ef-
fects of granularity (F4,92 = 4.770, p < .005, η2

p = .172), amplitude
(F2,46 = 32.212, p < .001, η2

p = .583) and timbre (F3,69 = 15.841,
p < .001, η2

p = .408).

7.6 results – texture production

In task two the activity of the participants is inversed. The experiences
of texture, which so far have been the dependent measures, have now be-
come a single independent variable, and the feedback parameters which
previously were independent variables now become the dependent mea-
sures. As expected, we found that experience type had a significant
effect on how participants used granularity (F3,69 = 2.87, p < .05),
amplitude (F2.15,61.808 = 7.618, p < .005) and timbre (F3,69 = 4.892,
p < .05). Figure 30 shows the number of participants that chose a
particular level of a parameter. Note that the peak for high amplitude
may appear exaggerated compared to other scales as participants have
fewer options to select from. In general, the results from task two agree
with the results of task one.

7.6.1 Bumpiness

Bumpiness (Figure 30, top) shows that most participants favored the
low granularity levels, though surprisingly 6 participants chose 312.5 p/cm.
Amplitude again confirms the previously observed effect, and for tim-
bre most people also chose 80 Hz, as expected (compare to Figure 29,
top).

7.6.2 Roughness

As expected for roughness (Figure 30, second from top), few partic-
ipants chose low granularity levels. The high number of people who
chose 312.4 p/cm is also in agreement with our results from task one,
but contradicts what we expected. Amplitude confirms the previously
observed strong effect, while for timbre most people chose 160 Hz (com-
pare to Figure 30, second from top).



92 generating haptic textures

Bumpiness

Sharpness

AdhesionAdhesiveness

1.22
p/cm

2.44
p/cm

4.88
p/cm

19.53
p/cm

312.5
p/cm

-6.8
db

-3.8
db

-9.8
db

40
Hz

80
Hz

160
Hz

320
Hz

Granularity Amplitude Timbre

RoughnessRoughness

Figure 30: Texture production results: each square represents a participants’
choice of a parameter when generating a the corresponding haptic
experience.
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7.6.3 Sharpness

For Sharpness (Figure 30, second from bottom) more people preferred
high granularity. We clearly see that amplitude is less important, as
participants distributed their choice comparatively evenly. Most par-
ticipants chose the highest timbre value, which was expected based on
task one (compare to Figure 30, bottom left).

7.6.4 Adhesiveness

The stand out feature for Adhesion (Figure 30, bottom) is that par-
ticipants had split opinions on amplitude. Almost half felt that lower
amplitude lead to a stronger experience of adhesion. granularity and
timbre were used somewhat as expected, with participants trending
towards higher levels (compare to Figure 30, bottom).

7.7 discussion

The aim of this study was to investigate how actuation parameters
relate to haptic experiences. In particular, we have focused on the ex-
periences that can be created from coupling actuation parameters to
movement. Next we discuss the main findings on this coupling.

7.7.1 Actuation parameters and haptic experiences

We found that amplitude had a very strong effect, but that it was not
equally important for all experiences of texture. Contrary to our ex-
pectations, we found a much weaker effect of granularity; however, it
does appear to play an important role in distinguishing between mi-
cro and macro textures. Finally, we introduce the concept of timbre,
which has received very little attention in the context of vibrotactile
feedback so far. We found that it had a relatively strong effect and
that, within the constraints of the sampling points we collected, it had
a quadratic response curve. Our data also indicates some interactions
between timbre and granularity which were not intuitively obvious to
us. We found that the 312.5 p/cm level of granularity had surprisingly
high levels for roughness and bumpiness in both tasks. We believe that
this was caused by timbre overriding the effect of granularity: while
neither roughness nor bumpiness had a granularity level which they
were uniquely correlated with, bumpiness was clearly associated with
a timbre of 80 Hz and roughness was clearly associated with 160 Hz.
We believe that participants who optimized for timbre in the texture
production task chose the highest granularity level as this maximizes
the effect of timbre. Conversely, when participants experienced texture
with high frequencies, the effect of timbre overrode the effect of granu-
larity.
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timbre can also be used to stimulate a participant at a fixed frequency
without the experience of vibration: while an object that receives pulses
at 160 Hz is experienced as vibrating, an object that receives pulses rel-
ative to its motion (f = Granularity ·UserMotion) while resonating
at 160 Hz is not perceived as vibrating. This may provide interesting
opportunities for future studies on haptic perception.

The strong effect that timbre had also suggests that there is value
in haptic impulses that do not map linearly to user motion. Recent
research on haptic perception also suggests that our haptic experience
is not linearly related to how fast we move relative to an object [24].
We expect future work to explore alternatives to the linear mappings
that have been used so far.

7.7.2 Methodology and Limitations

Like other magnitude estimation studies on haptic perception [12, 13,
81, 93], the number of levels of independent variables greatly affect the
results that can be obtained. As we were interested in capturing inter-
action effects, we further constrained our number of levels by choosing
a factorial design. As we do not anticipate any of the mappings be-
tween feedback parameter and experience of texture to be linear, this
provides a clear limitation. The precision of our results for granularity
and especially for timbre could have benefitted from more levels.

The combination of magnitude estimation and texture production
proved interesting, despite each participant merely producing a single
texture per experience. Constraining the participant’s options to the
same levels for both tasks allowed us to easily compare them. Using a
continuous scale instead would have allowed us to find the true peaks of
the different sensations, which we would like to explore in future work.
Magnitude production appears particular appealing for exploring the
coupling of actuation parameters and movement, because of the extent
to which the sensation is produced by the participants themselves.

7.7.3 Using the Results

While the experiment contributes directly to an understanding of haptic
experiences and action-coupled vibrotactile feedback, there are also a
number of potential immediate applications of our results. For example,
Valve recently released its SteamVR Tracking Hardware Development
Kit (HDK) [83]. This HDK enables augmenting virtual reality expe-
riences with custom objects and controllers, which can be augmented
with feedback as we describe it. For example, in a virtual kitchen, you
could feel the difference between cutting on wood and cutting on stone.
While playing virtual golf, you might feel the texture of sand or grass
as your golf club touches the ground.
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The haptic feedback device that we use is similar to those used in
high-end mobile devices [6]. When navigating a foreign city, the meth-
ods described in this paper could provide directions by subtly changing
the ‘feel’ of directions, for example, making moving north feel smoother
than moving east or west. We see this type of haptic feedback as adding
to the repertoire of methods available for the design of Tangible Inter-
faces. From their inception Tangible Interfaces have been augmented
with additional modalities, be it projection [182], shape change [143]
or dynamic material properties [121]. Our exploration adds a micro-
dimension of digital material surface features, with the intent to move
the future of HCI one step further away from ‘pictures under glass’ [23].

7.8 conclusion

We presented a method of generating vibrotactile feedback relative to
the user’s motion. We demonstrated that this method is able to con-
vey the experience of texture when manipulating a tangible object. Our
data suggests that roughness and bumpiness can be separated by granu-
larity while sharpness and adhesiveness appear to be experienced when
timbre levels are higher. Roughness is also associated with lower timbre
than bumpiness, and both roughness and bumpiness are more depen-
dent on amplitude than sharpness and adhesiveness are. This relation
between haptic textures and vibrotactile feedback was demonstrated to
be consistent both when participants perceived a texture and had to
evaluate it, as well as when participants were asked to create a texture.
The findings in this paper can be applied in applications using com-
modity hardware, as tracking technologies and high-end devices with
the necessary haptic actuators are becoming more common.
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8
ON MAGNITUDE EST IMATION

8.1 revisiting magnitude estimation

Magnitude estimation – as used in our paper Generating Haptic Tex-

tures with a Vibrotactile Actuator [170] (Chapter 7) – is one of the most
common psychophysical scaling methods [60]. It is usually associated
with Stevens [162] and has been used since the 1950s for establishing
the relationship between the magnitude of a physical stimulus (such
as light or sound) and its perceived strength. Experimenters have also
explored its use as a method in HCI research. For example, McGee [116]
demonstrated the use of magnitude estimation for usability ratings.
While initially conceived to study the relation of a basic stimulus to
its perceived magnitude, magnitude estimation has since been used
repeatedly to explore both complex stimuli with multiple parameters
[170] and their relation to complex concepts such as danger [49] or
uncertainty [9].
If little is known of how the data relates to the magnitude of interest,

most common scaling methods used in HCI become problematic. For
example, using a binary scale, one assumes that there is a meaningful
distinction between stimuli. If there is ambiguity, it will not be cap-
tured. Likert-style items would be used based on the assumption that
the granularity chosen is appropriate for the stimuli of interest; however,
it is possible that all stimuli may be perceived to be in a single category
– meaningful differences might still be present, but not captured. Using
a semantic differential scale, one makes the implicit assumption that
the two poles are diametrically opposed, which might not be the case.
Furthermore, using any bounded scale with a maximum and minimum
assumes that there is a known maximum and minimum which the par-
ticipant can clearly identify. Otherwise one might encounter a situation
where the participant experiences a stimulus they wish to rate stronger
than all previous stimuli, but the scale does not allow the selection of
a higher item. This results in bunching of the values at the high or low
end of the scale.

If one uses magnitude estimation instead, one makes very few assump-
tions on the relation between the stimulus and the target estimate and
can be confident that the result will indeed reflect the magnitude of
interest, rather than artifacts created by the data collection method:
Magnitude estimation captures ambiguity and allows participants to
chose the granularity with which they report effects freely. Magnitude
estimation makes less implicit assumptions on the nature of the rela-
tion between stimulus and experience than a semantic differential scale

97
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would. Magnitude estimation also avoids clustering at the extremes of
a scale, as participants can always extend their scale. Most importantly,
magnitude estimation can capture both small and large effects simul-
taneously.In personal, informal,

communication with

authors who have used

magnitude estimation,

the typical reason for

using it is that

magnitude estimation

is "quick" or "easy".

Other reasons for choosing magnitude estimation are the assumption
that the results are on a ratio scale [109, 116], that it is simple to
implement [157], that it can capture suprathreshold effects which would
not be captured by discrimination tasks [181], and, finally, that it can
adapt to the individual preferences of the participant: the participant
is free to use a binary scale, to use a 10-point scale, or to simply assign
values without stipulating an underlying scale [145].

8.2 literature review

To better understand how magnitude estimation is currently being used
within the HCI community, we conducted a literature review in the
ACM Digital Library. While we originally intended to constrain our
search to papers published at CHI, we extended our search to the entire
Digital Library, due to the low number of such studies.A thorough analysis of

the opportunities and

limits of magnitude

estimation as an

experimental method

in general was also

presented by

Gescheider [60] in

1988.

Searching for the term "Magnitude Estimation" resulted in 22 hits.
After reviewing the abstracts, we removed four papers from the sample
as they were technical evaluations. And two other papers as they did
not actually use magnitude estimation. One hit referred to an abstract
without a full text version. Two papers were removed as they re-used
data collected in an experiment presented in a third paper. Finally,
two pairs of paper were near identical in content, so the duplicates
were removed.

The resulting set consisted of eleven papers published between 2004
and 2018. Of these eleven, six presented the results of the magnitude
estimation as their core contribution. These included:

• finding polarity and magnitudes of sonification parameters for
audible data representations in general [191], as well as mappings
for error, uncertainty [9], stress and danger [48];

• mapping parameters of vibrotactile feedback to texture experi-
ences [170];

• finding polarity and magnitude of vibration parameters for tacton
design [49]; and

• magnitude of perceived image motion during head movements
[50].

Five papers used the results of the magnitude estimation study for
further domain-specific purposes. These included:

• ranking the usability of systems [116, 150];
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• finding features that impact the readability of sentences [157];

• creating a model of V1 of the occipital cortex [181]; and

• assessing methods for using crowdsourcing for creating relevance
scores [109].

The papers investigating usability and crowdsourcing presented the
use and analysis of magnitude estimation itself as a contribution to-
wards their respective fields.

Strohmeier and Hornbæk present the results as response curves, pro-
viding insight on the shape of the relation between stimulus and esti-
mate [170]. Other papers report only the slope of a linear regression.
The papers by Walker [9, 191] and Fergusson [48, 49] further report
the results stratified by observed polarity.
Most papers implement the experiment as suggested by Gescheider

[61]. Often even the experiment instructions follow the same or similar
wording [48, 49, 109, 116, 150, 157, 170]. The exceptions are papers
that omit exact descriptions [9, 191] or intentionally change the task to
suit their needs better [50, 181]. Sometimes

experimenters provide

participants with a

reference stimulus.

They might say "This

stimulus has a value of

100, please rate the

other stimuli relative

to that value".

Gescheider discusses

the pro’s and con’s of

this [60].

However, in detail the papers diverge on methodology. Some papers
use one [150, 181], two [116] or even three [50] reference stimuli during
the experiment. Typically participants are asked to use any number
larger than zero. Others explicitly allow zero as a response [157], while
others provide no bounds at all [49, 150]. Most papers then either log-
transform the data or use the geometric mean. Two use the arithmetic
mean [157, 181], and one paper uses the median [50].

Of those papers that report on prepossessing (8/11), two do not pre-
process the data [48, 181], two papers map the data to a range from 0
to 1 [48, 170], two express the results as a percentage of either a fixed
value [50] or the participant’s mean response [109], and two papers
removed the task or participants’ means from the estimates [116, 170].

Of those papers that conduct an ANOVA (5/11), this is twice done
on the raw data [48, 191], once done on the rescaled data [170], once on
the aligned rank transformations (See [200]) of the rescaled data [49],
and once on z-scores [157].
A full comparison of methods and other relevant details can be found

in figure 31.

8.2.1 Problems with magnitude estimation

While there are many benefits to using magnitude estimation within
HCI, the method is not without its problems, and it is not universally
applicable. For example, when the goal is to briefly assess the usability
of a system, Sauro et al. politely suggest that the added complexity
introduced by the method, compared to a Likert scale or the like, is
probably simply not worth it. [150].
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Figure 31: Overview of analyzed papers. "?" indicates that the information was
not reported in the paper, "n/a" indicates that the question does
not apply. "ME" is short for magnitude estimation. Most typical
features highlighted.
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Even in situations where it is clearly appropriate, there are a number
of problems with how magnitude estimation is currently being used.

Problem 1: Results are difficult to interpret
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relevant in magnitude

estimation.

Typically, magnitude estimates are presented either as summary statis-
tics [116, 157, 170] or as slopes [9, 48, 49, 191]. When looking at simple
summary statistics, it is difficult to judge if the difference between two
stimuli is small or large, as one is not familiar with the scale. So while
the ratio-scale nature of the collected data is often cited as the reason
for choosing magnitude estimation, this benefit is often lost when pre-
senting the data. The reader might infer that the difference between
stimulus A and B is smaller or larger than the difference between B
and C, but has no indication of the magnitude of these differences.

In papers which present the slope, the information the reader re-
ceives is even less meaningful. While the polarity of the slope provides
a qualitative indicator which might be useful, the slope itself is close to
arbitrary. Consider that average values of 2, 4, and 8 for stimulus levels
1, 2, and 3 would produce a different slope from average values of 20,
40, and 80 for the same levels. This would make the results appear dif-
ferent, even though the ratios are identical. Ignoring this for a moment,
the reduction to a slope is even more problematic, as it suggests that
effects are linear, which is usually not true in real world situations. In
fact, in real world situations, where one might wish to optimize a stim-
ulus according to various constraints, or find an optimal combination
of stimuli, these non-linear effects are much more important than the
general trend. Additionally, the slope one finds is strongly determined
by the range of stimuli chosen. If, for example, I estimated loudness
as a function of frequency, I would find a positive slope between 1 Hz
and 1000 Hz and a negative slope between 1000 Hz and 100,000 Hz
(consider also Anscombe’s quartet, shown in the margin).

Problem 2: No standardized method of analysis

Even if one is satisfied by simple summary statistics or slopes, there
is no consensus on how to calculate them. Several attempts have been
made to formalize the analysis process. However, these are either vague
[61] or do not fully consider all practical implications of running such an
experiment [68]. Assuming that the estimates are truly ratio-scale data,
they can be averaged while preserving the original ratio. However, the
ratios estimated by the participant using the largest scale will have the
strongest effect on the final data. This problem could be addressed by
rescaling the data. However, depending on how this is done, the rescaled
data might no longer preserve the original ratio scale. Depending on
the range of values participants can chose from, and the type and order
of pre-processing steps, this can lead to final results which might look
similar, but require very different interpretation.
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Even if two papers used the same prepossessing steps, chances are
that such a comparison would result in observing differences or simi-
larities among participants, rather than effects of the stimuli. Master
scaling – providing one or more common stimuli across experiments –
has been suggested as a method to address this issue, but this is often
undesirable [61] or impractical, for example when comparing effects on
different modalities.

Problem 3: Finding a Baseline

The original intention of conducting a magnitude estimation experi-
ment was to measure the "sensation magnitude" [60]. Within the con-
text of HCI, though, magnitude estimation has been used to collect
mappings for haptic and visual data representations, investigate qualita-
tive differences in experience, and assess the appropriateness of sentence
structures and entire documents. Participants in such experiments are
no longer simply asked how strongly they experience a stimulus, but
rather how strongly the experienced stimulus matches some criteria.
This requires additional considerations in the data analysis process.The response curves

we found (see Chapter

7, Figure 29) were

very similar for all

experiences. During

my CHI talk, it was

suggested that this

might be because the

haptic actuator has a

higher amplitude at

specific frequencies or

that the experimental

device resonates more

strongly at some

frequencies. While we

cannot rule this out, I

believe the similarities

we found are due to

the receptive properties

of the Pacinian

corpuscles.

For example, if the experimenter wishes to design haptic icons to
present a number of data variables [49], they might conduct a series
of magnitude estimation studies, establishing a mapping between a set
of haptic parameters and each data variable. To implement the results,
though, it is less important to know what the absolute mapping be-
tween haptic parameters and each data variable is, than to know which
haptic parameters allow participants to best differentiate between data
variables. In such a situation, one might treat the mean results over all
data variables as baseline, and conduct the analysis on how the haptic
parameters for each data variable differ from that mean.

If an experimenter wishes to find the ideal audio frequency for com-
municating danger, they will, naturally, find that frequencies between
20 Hz and 20.000 Hz will be rated higher than frequencies outside of
that range. Also experimenters will most likely find high ratings be-
tween 2000 Hz and 5000 Hz where hearing is most sensitive [59]. How-
ever, if one is interested in designing a "danger" sound, it is probably
obvious that one would want this sound to be perceived as loud as possi-
ble. An interesting question might however be "ignoring how loudly one
experiences a sound, which frequency is perceived as most indicative of
danger?"
While further experimental work is needed to confirm this, it seems

reasonable to assume that participants use both the salience and the
quality of a stimulus in a magnitude estimation task. If only the mag-
nitude of experience is being studied, it’s not necessary to differentiate
between these two concepts. However, in the more complex tasks found
in an HCI context, it might be beneficial to consider if one is interested
in salience, quality, or both, and adjust the study design accordingly.
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8.3 revisiting the analysis process

While there are obvious drawbacks to using magnitude estimation, the
minimal assumptions made about the relation between stimulus and
estimate still make it an appealing experimental method, especially in
exploratory HCI studies, where the parameter space is not well under-
stood. Taking full advantage of such studies requires a reassessment of
the analysis process in the context of the more complex stimuli and
target experiences which might be used in an HCI study.

The following section provides a detailed discussion of what such
an analysis might look like. Using the dataset collected in Generating

Haptic Textures [170] and the wisdom of hindsight, I demonstrate a step-
by-step analysis of complex magnitude estimation data which avoids
the problems I just outlined.

8.3.1 Dataset

The dataset collected for the Haptic Textures experiment (see Chapter The dataset is

available in the ACM

Digital Library https:

//dl.acm.org/citation.

cfm?id=3025812.

7) consists of 5760 entries. 24 participants1 each provided 240 estimates
in total. Participants could individually create their own scale 4 times,
once for each target experience (Roughness, Bumpiness, Sharpness and
Adhesiveness). For each experience, we counterbalanced 3 levels of am-
plitude (low, medium, high), 4 levels of timbre (40 Hz, 80 Hz, 160 Hz
and 320 Hz) and 5 levels of granularity (1.22, 2.44, 4.88, 19.52 and
312.23 pulses per cm). No anchor stimuli were used.

The final dataset consists of 5760 estimates between 0 and 200 (M
= 22.36, SD = 22.75), of which 9 estimates are invalid. Please refer to
section 7.4 for further details on the experiment and data collection.

8.3.2 Sources of Variability

The assumption in a magnitude estimation task is that the stimulus
being manipulated relates to the experience in a set and repeatedly
measurable way. While we assume that there is such a clear relation,
the data does not obviously reveal it without carefully considering all
sources of variability and removing those irrelevant to the research
question at hand.

user uncertainty Users might be unsure of what they are expe-
riencing and consequently have variability in their assessment, or they
might be unsure of how to asses the experience, even if they feel sure
about what they are feeling, or both. This type of uncertainty would
lead to higher variability in the ratings. If this uncertainty is higher

1 In the re-analysis, we removed participant 24, as their ratings are in strong disagree-
ment with the other 23 participants, and evidence emerged that they may not have
understood the task.

https://dl.acm.org/citation.cfm?id=3025812
https://dl.acm.org/citation.cfm?id=3025812
https://dl.acm.org/citation.cfm?id=3025812
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than our signal of interest – the relation between experience and stim-
ulus – we are unable to demonstrate that such a relation exists. The
lower the variability is in relation to our signal of interest, the higher
the confidence we can describe it with. While the ratings provided to
us by participants are unit-free, the ratio between variability based on
stimulus and variability based on user uncertainty provides us with a
tool to describe how strong the change in experience is. I will from nowThe assumption of

similar noise need not

strictly be met. If there

is a user who can

produce estimates with

less noise, this merely

results in larger

confidence interval.

That person’s

estimates also has a

proportionally stronger

impact on the results.

on refer to user uncertainty as noise. It is important to note that I

make the assumption that this noise is relatively similar for all users.

differences between users Users might also asses stimulus
differently in terms of magnitude. Differences in physiology and ex-
perience might make a stimulus more or less salient – salience being
the strength with which a stimulus is perceived. For example, the age
or gender of the participant can influence the absolute magnitude of
judgements [60]. This might result in a constant difference between
users. Similarly, even if users experience the stimulus with the same
salience, they might still rate them using a difference reference point or
scale, which additionally adds a relative difference between users. This
type of variability between users is irrelevant for us and we can remove
it.

common effects The conditions of the experiment itself might
influence the ratings in a systematic way. In our own case, the frequency
of the vibrotactile stimulation is fundamentally intertwined with its
salience. The same is true for the frequency of sound. Consider theIn our case, it appears

that either timbre

interacted with

amplitude or that

timbre interacted with

the perceived strength

of the stimulus. As we

are interested in the

differences between

textures, rather than

the overall strength of

the experience, such

effects will be removed

in our re-analysis of

the data.

example I used before, where one wishes to find out what frequency
to use for an audible danger notification. If we conduct a magnitude
estimation experiment where participants assess how strongly a sound
is indicative of danger, will the result merely reflect how loudly the
participants perceived the sound, or would we find a frequency which
somehow has an intrinsic quality that communicates danger? Ideally,
such factors should be considered in the experimental design, for ex-
ample by recording a baseline and reporting on the difference to the
baseline. Alternatively they require special consideration during the
analysis process.

8.4 analysis steps

Based on these considerations, I will provide a detailed walk-through
of how a magnitude estimation experiment might be analyzed, using
the data from the Haptic Textures experiment.
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8.4.1 Data Preprocessing

As each user created their own scale, and because each user could chose
different scales for different target experiences, we cannot meaningfully
compare raw estimates from different experiences or different partic-
ipants. (An example of raw data from participant 21 can be seen in
Figure 32, top). Preprocessing is required before all data can be com-
bined.

One approach is to normalized the data, so that all results are mapped
to a fixed range [49, 170] as seen in Figure 32, middle. This leads to a
series of problems. (1) If a user does not experience changes, they might
still have small variations in their estimates. These small variations are
inflated to the same range as the estimates of a user who experiences
strong, clear changes. (2) If a user produces a clear scale which reflects
their experience in great detail, but has one large outlier, the rest of
their scale will be compressed into a small range. (3) The variability
of the data is in the same units as the data. Though all user estimates
are within the same range, they still are not on the same scale. Thus,
the variability of the data is not homogeneous, which violates the as-
sumptions of many of the most common statistical analysis methods.
(4) Ratios are not preserved.

An alternative to normalization is standardization (Figure 32, bot-
tom). Standardization means subtracting the mean from a dataset and
dividing by its standard deviation, for example as done by Siddharthan
[157]. Standardization has several benefits over normalization: it is more
robust to outliers, its data retains its ratios, and it does not inflate
small variations in signal. However, in the standardization process, we
do not differentiate between variability due to noise or variability due
to changes in stimulus. This inflates the ratings of a user who does
not report any changes in stimulus, and deflates rating by a user who
does experience changes. So while the overall variability is constant,
the makeup of this variability varies across users and experiences. User
estimates therefore still do not share a common scale, as a constant

All Data -    Participant 21

Raw StandardizedNormalized

Sharpness RoughnessAdhesiveness Bumpyness

Figure 32: Raw data (top, blue), normalized data (middle, gray), standard-
ized (bottom, orange)
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difference between two estimates for two users might not represent the
same perceived change in stimulus relative to noise.

The data collected per participant has a known structure, and we
can use this to standardize the data relative to noise, while ignoring
any variability due to changes in stimulus. This allows us to scale user
estimates relative to the users’ ability to consistently evaluate an ex-
perience. In this new scale, a fixed difference in estimates between two
users also represents a fixed change in stimulus relative noise.The first two steps of

this procedure are

similar to the

calculation of the mean

sum of squares for

error (MSerror) for

univariate ANOVA or

the mean sum of

squares for

within-group

variability (MSw) for

repeated measures

ANOVA. The main

difference is that we

perform the process for

each participant and

each experience

independently.

Based on these considerations, we perform the following preprocess-
ing steps:

1. Remove variation due to stimulus: Average the estimates for each
level of stimulus and subtract this average from the estimates.

2. Calculate standard deviation: Calculate the mean sum of squares
and divide it by the appropriate degrees of freedom. This provides
us with a standardized measure of noise.

3. Standardize according to noise: Divide the raw estimates by the
standardized noise measure. The resulting estimates have a fixed
signal-to-noise ratio for all participants and all experiences.

This standardization method not only provides us with a method of
making comparisons between users and experiences, but also provides
the basis for what we can later use to create meaningful units in our
plots. Currently, all estimates share a signal-to-noise ratio. We can
calculate how strong a change in signal needs to be for us to say that
it is statistically significantly different from noise. When comparingOne could also

calculate the

confidence interval of

the noise and use half

the confidence

interval’s range as the

divisor. The resulting

data might then be

interpreted in the

following way:

Differences >1 are due

to changes in

experience, differences

<1 might merely be

noise.

stimuli, this unit would be the minimal difference the estimates need
to have for us to confidently say that this difference in estimate resulted
from a difference in experience.

8.4.2 Finding a measure of central tendency per participant

To analyze the data, we must calculate an estimate per level and par-
ticipant. The task as described by Gescheider [61], and the analysis
suggestions by Han et al. [68], assume that participants will rate val-
ues on a ratio scale. Accordingly, Gescheider and Han et al. suggest
using the geometric mean as a measure of central tendency.
While we followed the previous literature in setting up our experi-

ment, we had the impression that our participants struggled with using
geometric scales. For example, if users assigned values to two stimuli,
for example, 20 and 80, and encountered a third stimulus which they
perceived to be halfway between, they might place the value equidistant
to the two previous, creating a linear sequence (20, 50, 80) rather than
a geometric one (20, 40, 80). We also noted that users struggled with
a geometric series when values became very small or very large, and
would instead tend towards linearly increasing or decreasing scores.
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Raw User Uncertainty Log of User Uncertainty

Figure 33: Histograms of user uncertainty. Left: based on raw data. Right:
based on log-transformed data

This observation left us uncertain if the geometric mean, as suggested
by the literature, or if the arithmetic mean, as per our intuition, is the
right choice. To make a decision based on data, rather than on intu-
ition, we analyze the per participant variability, removing any effects
of stimulus or target experience. We did this analysis twice, once on
the raw data and then again on log-transformed data. We use the log-
transformed data, as it allows us to conduct the same calculations steps
as the regular set, while preserving the geometric relations within the
data. Comparing the results will allow making an informed choice for
the measure of central tendency.

The steps of the analysis were:

1. Isolation of variance due to user uncertainty: For each combina-
tion of participant, stimulus level, and target experience, subtract
the corresponding mean from all estimates. The remaining vari-
ability is what we wish to summarise with a measure of central
tendency.

2. Standardize by target experience: For each participant, divide all
estimates by the sample standard deviation for the target expe-
rience. All remaining variability is now remapped to a common
scale.

3. Find the distribution of values: Plot the values as histograms;
calculate the skewness and kurtosis of the resulting distribution
(See figure 33).

If we find that the non-transformed data has a symmetrical distri-
bution we would assume that the arithmetic mean is the preferred
measure. If, however, the transformed distribution is symmetrical, we
would use the geometric mean. We can calculate which distribution is
more symmetrical by calculating its skewness.

Skew =
n

(n− 1) ∗ (n− 2)
∑(

xj − x

a

)3
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Figure 34: Data scaled so that the minimum is zero and the max is one

To further ensure that

these findings were not

due to outliers seen on

the low end of the

log-transformed data,

we removed these and

redid the analysis. The

result did not change

the overall preference

for using the

arithmetic mean.

We found that the raw data was indeed skewed towards positive
values (skew = 0.6), which might suggest that using the geometric
mean would be appropriate. However, the transformed histogram was
skewed even more strongly towards negative values (skew = -1.135; see
also Figure 33). While the kurtosis of the distribution would not affect
our choice, it is worth noting that the kurtosis of the non-transformed
dataset is closer to normal (kurtosis = 0.92) than is the transformed
dataset (kurtosis = 3.94).
To ensure that this difference was not driven by outliers, we also

compared each of the 96 participant-plus-target stimulus combinations
between the two sets. Using the absolute values, we found that on
average, the skew was lower for the non-transformed (average abso-
lute skew = 0.17) than for the log-transformed data (average absolute
skew = 0.33). We also compared the skewness case by case and found
that the non-transformed data was more symmetrical in 57 of the 96
participant-plus-target combinations.One could also decide

on the measure of

central tendency on a

case-by-case basis,

looking at each

participant’s data

individually

We therefore performed the rest of the analysis using the arithmetic
mean.

8.4.3 Calculating per participant response curves

Now that we have established our measure of central tendency, we can
calculate how users rate the differences in stimulus. Figure 34 shows
estimates provided by participant 7 for bumpiness. We show the raw
data in orange. These contain the variability of amplitude, granularity,
and timbre. In Figure 34, we sort the estimates according to timbre,
and calculate the average for each level of timbre (blue lines). The
response curve is calculated by connecting these averages (indicated in
green).
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Figure 35: Without removing global effects, we can see that the results for
bumpiness differ from the overall averages, however the similarity
of the curves make it difficult to asses what aspects of the stimulus
make an experience feel more bumpy than other experiences.

8.4.4 Estimating underlying response curve over all participants

We can now calculate and plot the response curves of all users to get
an impression of what the overall estimates look like. As stated in the
introduction, the assumption behind magnitude estimation is that the
users’ estimates are noisy measures of an underlying relationship be-
tween stimulus and experience. We consequently wish to estimate this
underlying curve based on all users’ data (see Figure 35, left). Based
on the Central Limit Theorem, we know that the estimates of each
stimulus level have a normal distribution, and because of the prepro-
cessing, we also know that they have a common scale. We can therefore
estimate the underlying relation between stimulus and experience by
simply using the arithmetic mean. Based on our sample, we can also
construct a 95% confidence interval. This range of values helps us eye-
ball how strong our effects are, and indicates the range in which we
expect the true relation to fall, assuming our result is not significantly
different from the underlying relation between stimulus and estimate
(see Figure 35, right).

8.4.5 Removing unwanted variability

The estimated curve and its confidence interval are easier to interpret
than simply plotting all user responses, as can be seen in Figure 35.
The confidence interval suggests that there are clear significant differ-
ences within the ratings of bumpiness (Figure Figure 35, bottom). If
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we compare the response for bumpiness to the global response (aver-
age of responses for all four experiences, Figure 35, top) we see that
while bumpiness is slightly different than the other experiences, the
main sources of variability which appear to make the ratings of the
timbre levels different, are due to something else than the experience
of bumpiness.

In fact, the overall curve looks similar to the response curve one might
expect based on the response characteristics of the Pacinian corpuscles
[149, 188] (See also Chapter 3). In other words, the bulk of the vari-
ability appears to come from how strong the participants experienced
the stimulus to be, and only a small portion of the variability appears
to come from the way the variations in the stimuli uniquely affected
their experience of bumpiness. If we wish to see how the qualities dif-
fer, we therefore need to remove the variability they have in common.
We do this by comparing how strongly each target experience differs
from the average response over all experiences for that level. Doing so
enables us to say, "For experience X, the stimulus Y was significantly
more important than for the other experiences." It will also allow us to
say, "Experience A was significantly stronger for stimulus X than for
stimulus Y, independently of the perceived strength of the vibration".Again, this process

may appear similar to

separating variability

into its components, as

is done, for example,

for a repeated

measures ANOVA.

Our intentions here,

though, are quite

different. When we

split variability into its

components with the

intention of

performing an f-test,

we are doing so to

search for the smallest

valid denominator, not

to demonstrate effects

in the data. In fact, by

removing this source

of variability, we make

most effects appear

smaller.

To remove the unwanted variability from the data, we must calculate
the marginal means per stimulus from the baseline and subtract them
from the estimates of the experience we are interested in. In our case
we performed the following calculations:
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Figure 36: After removing global effects, the estimate of all experiences com-
bined is turned into the reference that the other experiences are
compared to. We now see which features of bumpiness stand out
compared to the other experiences.
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1. Calculate Marginal Means: Average the estimates for each level
of each stimulus over all four experiences.

2. Remove Marginal Means from Dataset: For each estimate we re-
move the corresponding mean of amplitude, timbre and granular-
ity.

We take these steps to make sure that any effects we might find,
significant or not, are due to the source of variability we are interested
in.

Figure 36 shows the same data as shown in figure 35; however, this
time the global effects are removed. We see that if we average all ex-
periences together, the resulting response curve is completely flat. The
response curve of bumpy has changed between the graphs. It now shows
how bumpiness is different from the other experiences. In Figure 36 we
see that there is an effect of timbre at 40 Hz on the estimates of bumpi-
ness.

8.4.6 Rescaling to comparable Units

As noted at the beginning of this chapter, the results of magnitude
estimation studies are often difficult to interpret. While researchers
present and compare slopes [48, 191] and curves [170], it’s often hard to
know what they mean. Typically, it is impossible to say if the difference
between two slopes or points on a curve is actually meaningful, or if
the difference between two values should be considered small or large.
One way of making judgements regarding the difference between two

estimates is relating them to the noise that we know is present. We can
then state if a difference is larger or smaller than the average noise we
would expect. During our preprocessing, we re-expressed all estimates
to have a fixed signal-to-noise ratio. The estimates are now all in units
of standard deviation of noise.
Our ratings no longer represent a measure of the experience, but

rather a measure of how many standard deviations of noise there are
between the two experiences. The only thing left to do is represent
this measure on a scale which is easily interpretable. To do this, we
calculate the average confidence interval of our curve, and we divide
our curve by that number. In the resulting curve, we can now say that
if two values are further apart than 1, they are most likely significantly
different from each other. This has been done in the right side graphs
of Figures 35 and 36.

8.4.7 Interpreting the Results

We will analyze the response curve of bumpiness as a function of timbre
(Figure 36, bottom) to explain how the graphs should be interpreted.
We might first ask if Bumpiness was estimated differently than the
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other experiences. To do so, we check if its confidence interval includes
zero. If it does include zero, we might say that finding no difference
is compatible with the result we found – or, more simply put, that
the two values probably are not actually different. If the confidence
interval does not include zero, we have found an effect. In fact, this is
what happened – the 40 Hz condition had a significant positive effect
on the estimates of bumpiness, even when disregarding differences in
perceived strength of stimuli (see Figure 36, bottom right).

We can also look at the rest of the curve for bumpiness (Figure 36,
bottom right), and eyeball if changes in the curve appear significant.
The changes from 40 Hz to 80 Hz and from 80 Hz to 160 Hz do indeed
appear significant, while there appears to be little difference between
160 Hz and 320 Hz.

If we want to know for sure, we can calculate the confidence interval
of the difference. We do this using the mean difference of the estimates
of the two stimuli and their pooled standard deviation. We divide our
target p value by the number of comparisons we intend to make (typi-
cally levels-1) to avoid family-wise error. If the confidence interval cal-
culated this way includes zero, we cannot say with confidence that they
are different.

8.4.8 Identifying null results, and detection threshold

Another implicit assumption of the magnitude estimation which I have
not yet touched upon is that the experience one wishes to estimate is
present when performing the task. This means that if we do not find
any significant effects of any of our stimuli on the target experience it
is unclear how to interpret that. When no effects are found, this could
be because the target experience is not present, or because the stimuli
selected do not influence the target experience.
While magnitude estimation is the wrong tool if we are searching for

detection thresholds, in certain circumstances it can still be used to
provide an upper limit of where the detection threshold might be.
An example of this is provided in Magnetips Chapter 2. We studied

how strongly the stimulation was perceived, dependent on how far away
from the device the user’s finger was. While we cannot with certainty
declare where the detection threshold is, post-hoc analysis can provide
a conservative estimate: We can assume that the detection level has
not been reached as long as there is a significant difference between
a stronger and a weaker signal. If this difference is significant, then,
clearly, participants are able to perceive at least the stronger stimulus
of the two. In the case from Chapter 2, the 56.6 mm level was the
last value to be significantly different from weaker signals further out
(Bonferroni corrected, p < 0.01 for 84.9, 87.2, 93.8 & 103.9). We can
therefore claim that the detection threshold must be either equal to or
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beyond this stimulus level (See Figure 37 for the estimates in question
and the corresponding confusion matrix from the post-hoc analysis).

If estimates do not find any effects, we still do not know if the effect
is present but constant, or if it is not present. However, if we do find
significant effects, we can use the same logic to argue that the target
experience is indeed present.

Distance 
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34.64  1.000  1.000  1.000  .049  .000  .000  .000  .000  .000  .000  .000  .000  .000  .000  .000  .000  .000
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Figure 37: The top figure shows us that the perceived strength declines with
increasing distance. However, we have no way of inferring that the
user can actually feel the stimulus over the entire range. Using the
corresponding confusion matrix (bottom), we can find the range
in which differences are significant – if two values are significantly
different, we can assume that at least one of them was perceivable.
The distance of 56.6 mm is the furthest distant which is signif-
icantly different to estimates for larger distances. It is therefore
the largest distance at which we can state with certainty that the
stimulus was perceived.
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8.5 conclusion

In this section, I have outlined many reasons why one might choose to
use magnitude estimation. The most important is that in using mag-
nitude estimation, one makes very few implicit assumptions about the
concepts being explored. I have also pointed out problems with how
magnitude esimtation is currently being used in HCI – most notably
that there is no agreement on how to analyze the results, and therefore
no clarity on how results are to be interpreted. I believe that if used with
additional rigor, magnitude estimation would be an important addition
to the repertoire of HCI research methods. I have thus presented a de-
tailed evaluation of the results of a magnitude estimation task. While
I perform the analysis on the data of our own experiment, I present
it with the intention that the methods used might also apply to other
tasks studies in HCI and hope that it will help others in their analysis.
In Chapter 9, I discuss the results of this analysis and demonstrate how
it helped us better understand the results of our experiment.



9
FOLLOW-UP ANALYS I S

In our paper Generating Haptic Textures with a Vibrotactile Actuator

[170] (Chapter 7), we introduced the idea of using simple parameters
for generating material experience. We described the response charac- The data is archived

with the paper and can

be accessed at https:

//dl.acm.org/citation.

cfm?id=3025812.

teristics of these parameters, and discussed how these might be used in
real world applications. We also demonstrated how participants might
create four target textures using these parameters by providing the
results of a magnitude production task. However, we did not explore
the differences between the experience estimates, nor which parameters
created such differences. Such an analysis would, however, be useful to
better understand these specific experiences. To better understand the
experiences of Bumpiness, Roughness, Sharpness, and Adhesiveness, I
present the results of a follow-up analysis, using the method presented
in Chapter 8

9.0.1 Average Responses

To get a better impression of how participants rated textures in gen-
eral, we can look at the estimates for each level of timbre, amplitude,
and granularity averaged over all experiences. Figure 38 shows these
averages and the corresponding 95% confidence interval.
The unit of the y-axis is the average of the minimum distance two

points need to be apart to be distinguishable at a statistically significant
level for p > .05. Zero represents the average estimate for each stimulus.
Looking at the graph for timbre, we can deduce that the 80 Hz level

of timbre was rated higher than average, and that – based on the ob-
served variability of the data – we could clearly distinguish the observed
estimate from at least three lower estimates (zero, one and two). We
can also infer that, based on the observed means, we are unable to dis-
tinguish estimates of 80 Hz from estimates of 160 Hz. However, we see
that the difference between 40 Hz and 80 Hz is clearly significant.
Figure 38 shows that the effects on timbre are non-linear, and the

confidence interval is relatively narrow; in other words, many points are
clearly significantly different from one another. However, this small con-
fidence interval is problematic, as it suggests that individual differences
between the experiences cannot be particularly large. It also suggests
that some other factor is masking differences between experiences.
We selected our timbre values to fall within the responsive range of

the Pacinian corpuscles (see detailed discussion in Chapter 3. We chose
the 40 Hz stimulus, as we speculated that Meissner cells may play a role
in the experience of Bumpiness.
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Figure 38: Average Responses over all experiences for Timbre (top), Ampli-
tude (middle) and Granularity (bottom). The x-axis represents the
levels of each stimulus, the y-axis the participants estimates. Dots
are actual measures, the solid line combines these mean measures
and the coloured area along that line indicates the 95% confidence
interval.
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9.0.2 Removing common features

We believe that two independent factors make a participant give a high
rating to an experience. The first factor, the one we are interested in,
is the reaction to the question "How closely does what I feel match the
target experience?" In other words, this is the participant’s reaction
to the quality or verisimilitude of the experience. The second factor is
the reaction to the question "How strongly do I feel this sensation?" In
other words, the reaction to the salience of the experience. We argue
that the variability between stimuli levels seen in Figure 38 is caused by
differences in the strength, the salience, with which these are perceived.

As we are interested in the quality rather than the salience of the ex-
perience, we must correct for the effects of salience. We assume that the
effects common to all the experiences tested are likely due to salience,
and only the relative differences between experiences can safely be as-
sumed to be an effect of quality. Looking at the overall response curves,
we see that there is a very strong effect of timbre. In hindsight, it would

have been interesting

to measure the speed

with which the user

manipulated the

experimental device, to

better understand the

sources of variability,

and also to analyze

interactions between

movement and

vibrotactile feedback.

This curve for timbre is similar to what we would expect to find due
to the response characteristics of the Pacinian corpuscles (see chap-
ter 3). Deviations from that curve might be explained by potential
non-linear responses of the haptic actuator or the experimental device.
Unsurprisingly, the curve for Amplitude shows a linear relation, sug-
gesting that the salience increases with increased stimulation strength.
The global effects of granularity are weakest. While granularity does in-
fluence the stimulation frequency, the frequency is dependant on move-
ment. It is possible that granularity had little effect on salience, or that
participants corrected for such effects by changing the speed with which
they moved the slider.
Looking at these global response curves, we would assume that the

response curves for the individual experiences to be very similar. In fact,
we know this to be the case, due to the analysis done in the chapter 7.
To truly understand what factors make a texture feel the way it feels,
we must, however, focus on the variability between the estimates of
the experiences, ignoring their common characteristics. We do this by
subtracting the effects seen in the graphs in Figure 38.

9.1 effects of timbre on texture experiences

Once the variability that all experiences have in common is removed
from the dataset, it is easier to see how the experiences differ from each
other. Figure 39 shows how the four timbre levels we chose (Bandpass
filter centred at 40 Hz, 80 Hz, 160 Hz and 320 Hz) affected the partici-
pants’ estimates. The x-axis shows the frequencies we investigated. The
solid line connects the average responses for each frequency. The shaded
area around the solid line represents the 95% confidence interval. The
units of the y-axis represent the number of distinguishable levels, given
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the observed noise in our data. Zero on the y-axis corresponds to the
means shown in Figure 38. Positive values indicate the experience was
rated higher than the overall average for that level, negative values
that the experience was rated lower than the overall average. If the
shaded area does not include zero, then we can state with certainty
that there is a statistically significant difference of how the estimates
of that experience compared to the others.

40 Hz The estimates of all experiences for the 40 Hz condition are
close to zero (< abs(1)). This suggests that 40 Hz did not provide any
cues to participants that might help them identify one of the experi-
ences or distinguish among them.

80 Hz Here things get interesting. Both Bumpiness and Roughness
have a mean estimate of > 1, while Sharpness has a mean estimate
of < -1. In other words, at 80 Hz, participants started to make clear
distinctions between the experiences in the estimates they provided.

160 Hz Here the experiences seem to converge again. Bumpiness and
Sharpness return to baseline, while the estimates of Roughness continue
to be significantly higher. There appears to be absolutely no effect on
the ratings of Adhesiveness.

320 Hz For the highest timbre level explored, the experiences switch
and diverge in part. While increasing the timbre has no effects on
Bumpiness or Adhesiveness, it had a significant positive impact on
the estimates of Sharpness and a significant negative impact on the
estimates of Roughness.

In summary:

• bumpiness estimates had a clear significant peak at 80 Hz. At
160 Hz and 320 Hz bumpiness was consistently rated lower than
average.

• roughness was most strongly experienced at 80 Hz and 160 Hz.
The difference to the average rating was significant for both these
frequencies, but at 160 Hz it was also the only experience which
was rated significantly higher than average. Roughness estimates
were below average at 40 Hz, and significantly lower than average
at 320 Hz.

• sharpness was rated significantly lower than the other expe-
riences at 80 Hz and the experienced sharpness appeared to in-
crease with increasing frequency. At 320 Hz, the estimates were
significantly higher than for the other experiences.
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Figure 39: Average response curves (solid lines) and corresponding 95% confi-
dence intervals (shaded area) of timbre, for each experience tested.
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Figure 40: Average response curves (solid lines) and corresponding 95% con-
fidence intervals (shaded area) of amplitude, for each experience
tested.

• adhesiveness did not lead to any significant effects on partic-
ipants’ estimates. Adhesiveness estimates were slightly higher for
the 40 Hz condition. This effect was significant (Mean = 1.75) for
low granularity (1.22 and 2.44 pulses per cm).

9.2 effects of amplitude on texture experiences

We assumed that while timbre and granularity would affect the quality
of the experience – whether it seemed bumpy, rough, sharp, or adhesive
– Amplitude would primarily influence the salience of the experience.
Looking at the ranges of the graph of responses averaged over all ex-
periences (Figure 38), and comparing to the per-experience variability
(Figure 40), we see that the effects of salience dominate those of qualia
∼ 2:1. However, while the effect of Amplitude is stronger than that of
granularity, it is dwarfed by that of timbre ( ∼ 3:1). There is a positive
effect of amplitude on Bumpiness and Roughness and a negative effect
on Sharpness and Adhesiveness compared to the grand mean. High am-
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Figure 41: Average response curves (solid lines) and corresponding 95% con-
fidence intervals (shaded area) of granularity, for each experience
tested.
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plitude was different from the grand mean at a statistically significant
level for Roughness. This suggests that roughness not only influences
salience, but also quality of an experience.

9.3 effects of granularity on texture experiences

We chose the terms Roughness and Bumpiness as more colloquial equiv-
alents for the terms Micro- and Macroroughness [130]. Based on this,
we assumed that they would be clearly distinguishable on a granularity
scale. Previous work by [123] also suggested that Adhesiveness might
be experienced at the high-frequency end of granularity. We did not
find anything of the sort.

What we did find is that fewer than 4.88 pulses per centimeter were
experienced as significantly more bumpy than the overall average,
and that granularity levels above that were experienced as less bumpy.
Increasing granularity levels had a positive effect on roughness es-
timates, though never strong enough to distinguish it from the overall
average. While sharpness received lower estimates for granularities
below 4.88 pulses per centimeter and higher estimates above, with a
significant difference between them, these ratings did not deviate from
the overall mean enough for us to identify them as distinct features of
Sharpness. We did not find any effects of granularity on adhesive-

ness.

9.4 implications

This follow-up analysis confirms the results from our published paper.
We can now also make new claims about our data which we were notWe do not claim that

the three parameters

explored by us are

sufficient, at least

regularity [90] should

also be considered.

able to do before. Because we have created a common scale based on
the signal-to-noise ratio, we can make comparisons between the esti-
mates for different texture experiences. These comparisons show that
all experiences except for Adhesiveness had parameters whose ratings
were significantly different than those of the others. In other words, par-
ticipants demonstrated consistent differences in estimates, suggesting
that the experience changed in three of the four haptic dimensions we
evaluated.
Previous work has shown that material experiences can be created by

recording and emulating material interactions. Our work demonstrates
that a simpler, parameterized approach is also possible. This parame-
terized approach is not only easier to implement, it also makes working
with material experiences easier in general. In creating a virtual world,
the haptic experiences might be parameterized together with the visual
textures. The designer will not need to hand-craft each material expe-
rience of interest, but can tweak them on a higher level. It also means
that we do not need to save the information of material experiences
as a raw audio file or surface profile; instead, we can simply save the
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descriptive parameters associated with the experience. This allows for
easy sharing and on-the-fly creation of material experiences.

This follow-up analysis has also re-enforced the importance of timbre,
as – even when corrected for global effects – timbre was the parameter
which allowed for the clearest distinctions between textures. This points
to hardware requirements for future commercial haptic devices. While
Linear Resonate Actuators (LRAs) have become common place, these
can only implement the granularity and amplitude dimensions. Due to
their constrained resonant frequency, they cannot implement the timbre
parameter, limiting their utility. Instead actuators which can provide
haptic pulses over a wide frequency range are required.
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Can we experience haptic textures in mid-air? Typically, the

experience of texture is caused by vibration of the fingertip as it moves

over the surface of an object. This object’s surface also guides the

finger’s movement, creating an implicit motion-to-vibration mapping.

If we wish to simulate a texture in mid-air, such guidance does not

exist, making the choice of motion-to-vibration mapping non-obvious.

We evaluate the experience of moving a pointer with four different

motion-to vibration mappings in an interview study. We found that

some mappings lead to a perception-shift, transforming the experience.

When this occurs, the pointer is no longer perceived as vibrating,

interactions become more pleasurable, and users have an increased

experience of agency and control. We discuss how to leverage this in

the design of haptic interfaces.

10.1 introduction

In our everyday experience, textures are always accompanied by normal
force. As we move our finger over a stone wall, we push against it and
the wall provides a counter-force. Research has shown, however, that
many dimensions of texture experience are caused by vibration, rather
than force [88]. As our fingertip moves over the stone wall, the way our
fingerprint interacts with the structure of the stones causes vibration in
the skin [107]. These vibrations cause Pacinian and Meissner corpuscles
to fire, which in turn leads to the experience of texture [13].
It is not sufficient to simply vibrate the fingertip to make us experi-

ence the texture of a stone wall. This vibration must correlate with the
motion of our finger for the material experience to emerge. We can arti-
ficially create the experience of texture, if we generate the vibrotactile
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feedback with a frequency proportional to the motion with which the
texture is explored. This phenomenon has been investigated extensively
and various haptics explorations have used this effect to manipulate the
material experience of an object or create artificial textures [40, 146,
171].

Textures come with an implicit dimensionality: Moving a pencil over
paper, we feel the paper’s texture only when the pencil moves along
its surface. If we attempt to move the pencil in a third dimension we
are either constrained by the normal force when pushing down, or we
no longer feel the texture when we lift the pencil. To render a haptic
texture, we need to couple the vibrotactile feedback with the user’s
movements. If we wish to do so in mid-air, many motion-to-vibration
mappings become possible. Choosing such a mapping is non-obvious.

We use a handheld device with a recoil-style haptic actuator [205]
(Figure 42) to compare four motion-to-feedback mappings: no map-
ping (Vibration), mapping to displacement (Translation), mapping to
changes in orientation (Rotation) and mapping to a point projected
on a plane (Projection). The goal is to understand how motion-to-
vibration mappings influence the perception of such motion-coupled
vibration. We conducted an interview-based study and observed that
for the Translation and Rotation conditions a perception-shift occurred:
Participants described that the vibrotactile pulse trains we generated
transformed into ‘something more’, liking the experience to ‘coloring
with vibrations’ or ‘moving through a force field’. When this shift oc-
curred, irritation caused by vibration was reduced and simultaneously
the pointing device felt as if was of ‘higher quality’ and moving it was
‘more fun’. Users reported an increased experience of agency and a
heightened sense of their body and their movements.

10.2 related work

In this paper we discuss the experience of vibrotactile pulse trains gener-
ated by free-form movements. Our work draws on the psychophysics of
touch, and is inspired by various haptic-rendering systems. In this sec-
tion we discuss the physiological and technological foundation on which
we build, and highlight how previous evaluations lead us to choose a
qualitative, interview based approach.

10.2.1 Texture Perception and Simulation

The perception of texture is caused by the interaction of our fingertip
with the material it is touching [107]. This interaction causes vibrations
to which the Pacinian system and Meissner Corpuscles are sensitive [84].
The firing of these cells in turn is interpreted as a texture [13].

We can detect the presence of vibration within two relatively narrow
frequency bands, 5 to 50 Hz (Meissner Endings) and 40 to 400 Hz
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(Pacinian Endings) [84]. While this information is relatively sparse, it
is sufficient for a rich set of experiences to emerge, including roughness
and stickiness [13] as well as compliance [15]. Similarly to how we dis-
tinguish between the sound of two musical instruments based on the
frequency profile of the tones they emit, we also distinguish textures
based on the frequency profile of the vibrations cause by interacting
with them [170].

This can be leveraged to create artificial material properties. For ex-
ample, researchers have simulated a pen moving over a flat surface that
is experienced to have the haptic properties of various other materials
[40], manipulated the experienced material properties of bending an
object [171], or simulated compliance for virtual buttons [90]. These
simulations all used a fixed motion-to-texture coupling. We expand
this work to mid-air interactions and examine the effects of various
mappings on the resulting experience.

10.2.2 Haptic Rendering Systems

The devices used for simulating experiences such as texture or com-
pliance typically follow two approaches. Devices using grounded hap-
tic feedback transmit forces to the user through a kinematic chain of
rigid links and joints [38]. In contrast, non-grounded feedback devices
provide stimulation of the skin, but no force [39]. Alternative haptic
rendering methods include body-grounded devices which provide force
relative to the body, inertial approaches that transmit gyroscopic force
[120, 192], or focused ultrasound [30]. Force can also be simulated by
taking advantage of asymmetrical vibration [41]. A further alternative
to haptic rendering is physically manipulating texture [75] or compli-
ance [82]. In our study we use a non-grounded system, similar to the
approach originally presented by Kuchenbecker [146]. This approach
typically uses inertial or force sensing methods [39, 40] and detailed
modelling of surfaces. In contrast, our system uses a relatively naïve
model, but combines that with optical tracking, providing a large vol-
ume in which users can interact.

10.2.3 Vibrotactile Actuators

The ungrounded approach used in this paper requires a vibrotactile ac-
tuator. Currently ERMs are the most common solution found in prod-
ucts, dating back to ‘rumble packs’ used in the game-controllers of
the early 90’s [136]. While ERMs are easy to implement in prototypes,
other devices, such as piezo-actuators (e.g., [104]) are required for more
controlled feedback. Solenoid-style actuators including Tactors, Haptu-
ators or voice coils are typically used for texture rendering, as they
can independently modulate frequency, amplitude, timbre and veloc-
ity. Using solenoid-style setups for haptic-feedback in psychology and
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psychophysics research is first documented in the early 20th century,
using re-appropriated audio speakers [58]. Since then, research has re-
duced the audible and increased the tactile output of such actuators
[205]. They have since found wide usage within the HCI community
[171, 211–213].
These devices are usually controlled by audio-signals. Their output

can be partially audible, sparking explorations of the interactions be-
tween haptic and audible feedback, for example using a handheld device
that coupled audio and tactile cues based on user motion [2, 3]. As our
haptic device uses audio signals for control, it exhibits many similari-
ties with these devices. While using similar actuators to previous work
[39, 40, 170], we expand upon this work by exploring new methods of
designing the actuation signal.

10.2.4 Evaluations of Haptic Experience

Evaluating and, especially, communicating what good haptic design is,
is non-trivial. This is reflected in how researchers chose to evaluate
their work. The bulk of evaluations focus on detection thresholds and
on studies evaluating if the device does what it is intended to do [30,
39, 40, 80, 158, 197]. From a human-centered design perspective such
information provides limited value. Instead, behavioral studies that in-
vestigate how haptic feedback influences task performance are often
preferred [41, 99, 142, 171, 193]. Such studies, however, do not provide
a reader with insight regarding what the haptic experience feels like.
In consequence, there are various studies that require participants to
report on their impression of a stimulus such as object length [206],
compliance [154], or roughness [170], while feedback parameters are ad-
justed. These studies enable a reader to understand the comparison
between parameters of the specific setup, but are often not suitable for
comparison to natural objects or other systems.
When research does report on the subjective experience of haptic sys-

tems, this is often done in passing [171] or as aggregated questionnaire
data [25, 90]. A notable exception is an interview study by Obrist et al.
[128], which presents in-depth interviews comparing haptic feedback de-
signed to target either Meissner or Pacinian corpuscles. Because we find
such research currently underrepresented, this exploration also focuses
on the subjective experience. To do so we chose to use an approach
inspired by Petitmengin [138, 139].

10.3 haptic feedback setup

Typically, vibrotactile feedback is generated as a pulse train : a repeti-
tive series of pulses, separated in time by a fixed interval (for example,
the Oculus touch controller can currently produce either a 160 Hz or
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Figure 42: Haptic feedback device used in our study (front, black) and trans-
parent version with position of haptic actuator visible (back,
white/transparent). On right side they terminate in IR markers
for the OptiTrack system and on the left in a cable that transports
the control signal.

a 320 Hz pulseTrain1). When the interval used for the pulseTrain is
varied based on user motion, an experience of texture can emerge [40,
146, 170]. Based on the physiology of texture perception it may be
feasible to generate such an experience in mid-air [13]. To implement
such a system, one needs to decide which parameters of user motion to
use for controlling the pulse interval. We therefore created a pointing
device with a tracking system that allows us to implement various of
motion-to-feedback mappings:

10.3.1 Pointer

We built a custom pointing device, inspired by the controllers used for
VR systems such as the HTC Vive, Occulus Rift or Hololens2. We use
the Haptuator Mark II3 by Tactile Labs to generate the vibrotactile
feedback. The haptic actuator was placed on the inside of an acrylic
pipe, equidistant from both ends. The acrylic pipe had a flexible litz
cable on one end, connected to the output of an audio-mixer, and had
four markers attached on the other end which were used for tracking
its position and orientation (Figure 42).

1 https://developer.oculus.com/documentation/pcsdk/1.9/concepts/
dg-input-touch-haptic/

2 See also http://engadget.com/2017/08/25/microsoft-hololens-wand-patent/
3 http://tactilelabs.com/products/haptics/haptuator-mark-ii-v2/

https://developer.oculus.com/documentation/pcsdk/1.9/concepts/dg-input-touch-haptic/
https://developer.oculus.com/documentation/pcsdk/1.9/concepts/dg-input-touch-haptic/
http://engadget.com/2017/08/25/microsoft-hololens-wand-patent/
http://tactilelabs.com/products/haptics/haptuator-mark-ii-v2/
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10.3.2 Tracking

We measured the position of the pointing device using an Optitrack
motion capture system. We use 8 cameras which captured the position
and orientation of the device at 125fps. After calibration, the average
error in positioning is <1.6mm.

10.3.3 Signal Generation

Using Max/MSP, we generate our signal as a pulse train similarly to
previous approaches to haptic texture generation [170, 171]. Each pulse
has a duration of 1.45 ms (64 samples at 44.1 kHz sampling frequency).
The frequency at which they occur is determined by the motion per-
formed by participants, where a fast movement of the pointing device
generates a higher number of pulses and holding it still produces no
pulses.

10.3.4 Signal Path

See also Figure 51, in

Chapter 11 for a

picture of the full

experimental setup.

Position information is calculated by the motion tracking software4 and
passed on to a custom C# application that generates movement infor-
mation, according to the mapping condition. The C# application sends
the movement data to a MAX/MSP patch using OSC. The MAX/MSP
patch generates the pulse trains as an audio signal [170, 171]. We used
the UR44 audio-interface by Steinberg for signal output to an audio
mixer. The audio mixer was used to amplify the signal to the necessary
levels for driving the Haptuator, as well as for easily switching between
textures. The output of the mixer was connected to the haptic actuator
embedded in the pointing device. We estimate the system latency to
be < 25 ms5.

10.4 motion-to-vibration mappings

An alternative

explenation and

visualizations of the

mappings can be found

in Chapter 11

Previous studies used motion-to-vibration mappings defined by the
properties of the experimental devices, for instance, sliding [170], push-
ing [90] or bending [171]. In contrast, when moving an object in mid-air,
there is no implicit mapping. We therefore designed three different map-
pings to understand their influence on the perception of motion-coupled
pulse trains .

projection Rather than a finger moving over a stone wall in front
of us, the Projection condition explores the idea of touching a wall

4 http://optitrack.com/products/motive/
5 Camera Shutter Speed: 3.9 ms, Sampling Rate: 8 ms, Networking: 0.85 ms, Motive:

0.7 ms, Max/MSP: <1.5 ms, UR44: 5.12 ms, C# 0.5 ms (Values based on datasheets
where available, otherwise measured or calculated)

http://optitrack.com/products/motive/
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Figure 43: (a) Translation condition (vibration is mapped to displacement of
the object). (b) Rotation condition (vibration is mapped to change
in orientation of the object). (c) Projection condition (vibration is
mapped to change in position of a virtual point moving over a
surface). Textures are green, motion is blue and pointer extensions
for clarification are red.
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that is far away. It is inspired by the light point of a laser-pointer. We
generate vibration based on the movement of an imaginary point over a
faraway virtual wall. Displacing the pointer (Figure 43 c, marked as ‘x’)
generates a steady stream of impulses. Rotating the pointer (marked
as ‘y’) causes the imaginary ‘light point’ to move increasingly faster,
resulting in an accelerating succession of pulses (Figure 43 c and Video
Figure 1c at 00:59). Projection can be broken down into a translation
and a rotation component, which we explore individually:

translation This mapping is the one most similar to the move-
ment we make when exploring a physical texture and closest to previous
work in this area [40, 146, 170]. We measure the position of the pointer
in 3D space and map the distance between the objects current position
and its previous position to pulse frequency (Figure 43 a and Video
Figure 1a at 00:35).

rotation Wemeasure the orientation of the cursor (pitch, yaw and
roll, as could be sampled from the inertial sensors of smartphones) and
map the change in angle to pulse frequency (Figure 43b and Video
Figure 43b at 00:47). This mapping can be implemented using the
IMUs of many existing devices.

10.5 study design

Our goal was to better understand how mappings influence the percep-
tion of motion-coupled, non-grounded vibrotactile feedback. We chose
an interview-based approach to ensure that we cover the breadth of
experiences people had when interacting with this type of feedback.

10.6 conditions

We used four study conditions, the first three corresponding to the three
mappings explained above: Translation, Rotation, and Projection. In
the fourth condition, Vibration, the pointer is actuated by a constant
pulse train. For each condition we also presented and discussed the ab-
sence of the vibration with the participants (Video Figure 1 at 00:35).
We passed this signal through a bandpass filter with a center frequency
of 125 Hz and a Q of 250. The low-pass filtering ensured that the vibra-
tions were not audible, and the high-pass filtering made the signal feel
crisper. The Vibration condition pulsed at 40 Hz. While we could not
control for frequency, due to the different mappings, all mappings were
designed to feel as similar as possible6. There was no visual or acoustic
interface. Participants sat in an ergonomic, armrest-free stool, facing a

6 Note that this is not true for the video figure, where we aimed at making the
differences between conditions as clear as possible.
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white wall (as seen in Video Figures.) The only information provided
to the participants was what they felt in their hands.

10.6.1 Interview Method

Our interview method was inspired by Petitmengin [138, 139], with
the intent of eliciting descriptions of introspective, subjective experi-
ences. This approach has also been used in a previous study of haptic
perception [128] and a study of the ‘rubber hand’ illusion [183].
We told participants that we research the perception of vibrotactile

feedback and that they would be presented with a pointing device that
would be vibrated with four patterns. We asked participants to “explore
what the pointer feels like by moving it”. Participants did not receive
explicit instructions on what movements to make. They were asked
to maintain the same grip on the pointer for all conditions and, as
best as they could, ignore any assumptions they might have about the
technological setup and instead focus on their subjective experience.
The interviews were structured by the four conditions which were

introduced in rising order of complexity, starting with the Vibration
condition (no mapping) and finishing with the Projection condition
(non-linear mapping). Translation and Rotation were alternated in or-
der. This allowed participants to slowly build up their own vocabulary,
which we then also used when asking questions. Our goal was to explore
the breadth and depth of subjective descriptions. Human vocabulary
for discussing haptic experiences is limited and initial testing suggested
that allowing participants to explore the complexity at their own pace
helped them find nuanced ways of expressing themselves.
While conducting the interview we introduced as little information

as possible in our questions, using the participants own vocabulary
wherever possible. We started the discussion by asking what a vibration
pattern felt like and then would follow up by asking participants to
expand on their descriptions. If participants made an observation, and
inquired if their observation is correct, we always agreed with their
observation while asking them to reflect on it further. The following
excerpt illustrates a typical exchange:

Exp: I’m going to bring in this third pattern.

P7: (Pause) - Oh, now I can feel that it’s responding to how I’m

moving it. The vibrations.

Exp: What does that feel like?

P7: It feels quite exciting, actually. I don’t think I’ve ever felt this

before ... it feels as if there is something invisible, [...] some

kind of force-field that I cannot see influencing it, which kind of

confuses my brain a little bit.

Participants were asked to compare all mappings, and to compare
them to the absence of haptic feedback. Participants were also asked
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to compare their behavior and the precision with which they moved
the pointer, with and without haptic feedback. Otherwise the topic
and pace of the interview was dictated by the participants—we would
merely ask for explanations, clarifications or additional elaboration. If
the conversation dried up, we switched to the next mapping condition
or to one of the predefined questions. We explicitly told participants
that they could ask us to switch back to previous mapping if they
needed the experience to better make comparisons. Interviews were
audio-recorded.

10.6.2 Participants

We recruited 12 participants, of which 5 were female, through word of
mouth and a university e-mail list. Ages ranged from 21 to 65 years (M
= 30, SD = 10.7). All but one participant had completed a university
degree. Participants received presents as thanks for their participation.
The value of the presents corresponded to a typical hourly wage at the
location of the experiment. The interviews lasted between 22 (P10) and
72 (P12) minutes (M = 44.8, SD = 13.7). We initially conducted eight
interviews and did a preliminary analysis. We then added four more
participants. As no new topics emerged, we decided that the number
of participants was sufficient.

10.6.3 Analysis

We transcribed the interviews and manually searched them for rele-
vant sections. We discarded statements by the experimenter (except
when required for context), and off-topic discussions. The rest of the
documents were split into discrete statements and labelled with the
participant ID and condition. The interview transcripts had between
2,000 and 8,500 words, totaling about 50,000 words. For reference,
this paper is about 9,500 words.
We clustered the statements ‘in vivo’—categories emerged during

this process. Data was viewed by all three authors, decisions were made
by consensus. We conducted two rounds of clustering. Initially, three
major thematic groups emerged. Statements within these groups were
then further analyzed and clustered into sub-groups. If a statement fit
into more than one sub-group, we created a copy of it, keeping track
of duplicates. The clusters emerged by examining how participants re-
sponded to the question ‘What does this feel like?’. If they answered
by describing the pointer, we placed the response in the object descrip-
tion category. If they answered by describing their actions or what they
themselves felt like, we placed the response in the self-observations cat-
egory. Responses that made higher level observations such as comment-
ing on the process they went through when experiencing the haptic
feedback where grouped as meta descriptions. Note that not all topics
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Figure 44: Overview of results. Interview statements were clustered by Ob-
ject Descriptions (top, blue), Self Observations (bottom right, pur-
ple) and Meta Descriptions (bottom left, pink). The arrows point
from condition towards main topics and findings. In blue we see
metaphors used, in pink we see which conditions led to perception
shifts and where users felt the vibration came from. In purple we
see effects the experience had on the users. Rotation and Trans-
lation share many topics, but here is no overlap in main topics
between them and Vibration. Projection shares properties with all
conditions.

were covered by all participants. Participants demonstrated very di-
verse ways of discussing the experiences, evidently drawing from their
individual backgrounds.

10.7 results

As can be seen in Figure 44, there were three main clusters. The four
mapping conditions lead participants to discuss these in different ways.
From Self Description we learn which mappings were bothersome and
which ones might help perform a task. Object Descriptions show us
how the experiences of the mappings differ qualitatively from each other
and Meta Descriptions teach us about how participants explained what
they felt and the order in which experiences occurred. The following is
a summary of the 12 interviews.
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10.7.1 Object Descriptions

When describing what the pointer felt like, participants commonly used
metaphors or comparisons to familiar experiences. If these descriptions
referred to a material (e.g.: “...there is a ball in the very old mouse

for computers [. . . ] they had this rubbery surface”, they were grouped
as ‘material metaphors’. Statements describing forces or using other
physics concepts such as “the resistance increases if I move it quicker”

were labelled ‘physics metaphors’. Descriptions of interactions between
objects or literal mechanical concepts such as “like when you ride a

bicycle and its going too fast for the gear to keep up” where labelled
‘mechanical metaphors’ while descriptions that referred to electronic
devices or electronics (e.g.: “It reminds me of a Geiger counter”) were
labelled as device metaphor.

Rotation Translation Projection Vibration

Material Physics Mechanical Device

Distribution of Metaphors per Condition

100%

80%

60%

40%

20%

Figure 45: Frequency with which types of metaphors were used in discussing
each mapping condition.

Plotting the frequency with which these categories occurred (Figure
45) provides an overview of how participants discussed the mappings.
During the Translation condition participant’s descriptions mainly used
physics metaphors. The Rotation condition elicited the most descrip-
tions of materials, but less discussion of physics than the Translation
condition. Instead a large portion of these discussions focused on in-
terlocking gears and other mechanical constructions. P8 explained this
difference by stating that they both feel very ‘familiar’, but that the
Rotation condition felt more like something they would expect from a
man-made device, while Translation felt more like something they could
experience in nature. The Vibration condition was most commonly de-
scribed by referring to electrical devices (electrical toothbrush, smart-
phone). The Projection condition combined properties of Translation
and Vibration. While participants could clearly distinguish between the
Translation and Projection conditions, they grouped them together, of-
ten referring to them simultaneously in their descriptions. Participants
felt these conditions were more engaging (10 of 12), fun (P1, P5, P11,
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P12), interesting to move (P6, P7, P8, P9, P10, P11) or pleasurable
(P7). For a less fragmented description of each mapping, the rest of
this section is organized by condition, not by metaphor.

rotation Participants enjoyed moving the pointer with the Rota-
tion mapping. P11 said that “in the beginning [without the feedback]

it felt a little boring. [...]. Now it’s way more fun”. Participants stated
they experienced resistance when rotating the pointer (8 of 12). In ad-
dition to resistance, participants used terms such as ‘higher traction’
(P1), and being ‘hard to move’ (P3) to describe this. The motion also
was described as ‘grinding’ (P11), ‘rolling over a rough surface’ (P12),
and having additional inertia (P11). When asked why this was the case,
users explained it by describing the pointer as ‘rusty’ (P1), ‘old’ (P1)
and ‘sticky’ (P3). The pointer was also described as feeling heavier (P5,
P6, P9). Rolling the pointer in one’s fingers was compared to rolling a
hexagonal pencil over a table (P12, P5, P6). P6 made the observation
that comparing the Rotation mapping to the absence of haptic feed-
back was like “the difference between a high-quality pen and, um, like a

plastic pen” When asked to describe what the haptic feedback made the
pointer itself feel like, all users would describe the material composition
of the pointer in some way. The most detailed description was provided
by P2 who explained that it felt both heavier and softer “[as] if this was
made of Styrofoam with like an iron rod or something inside it, to make

it a little heavier”. P3 and P12 also experienced a certain level of com-
pliance, associating it with rubber. The rotation mapping seemed to
make the perception of the pointer more complex. This became appar-
ent from the many multi-material and mechanical metaphors used. P1
and P2 both associated the experience with gear-systems in a bicycle
and P3 described it as similar to feeling the rubber ball on the inside
of an analog computer mouse. This additional complexity however felt
familiar, for example P1 stated “I feel like I’ve felt this before, but I can’t

remember where”.
When we removed the haptic feedback, users felt that the pointer be-

came ‘lighter’, as if (P1) ‘a gear system loses traction’. P2 also reported
that the pointer felt ‘colder’. While P11 described it as an additional
property of the object that is lost “I can’t help but think about it as

’something else’ when it’s vibrating. It could be ‘whatever’ in my head.

Like a key turning. And then, when the vibrations go away, my imagina-

tion fades as well” (P11). When asked if the pointer felt the same in the
absence of haptic feedback as it did at the beginning, before they had
experienced a mapped vibration, P11 declined, explaining that “it feels
like I lost something more than I gained something before. If that makes

sense ... Like in the beginning [without vibration] it was alright just to turn

it, but now I ... it feels like its missing something when it’s not there”.
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translation As with the Rotation condition, participants seemed
to enjoy this mapping a lot. P5 and P6 explained that the pointer felt
magical or powerful, as if it were a wand from Harry Potter, and P4
immediately exclaimed “This is a lightsaber!”. Asked what the Trans-
lation mapping felt like, P4 described “So, to me, it’s not a vibration...

it becomes something else. ... it just becomes a resistance, you know, to

my movement.” Almost all participants (10 of 12) confirmed this expe-
rience of resistance. Additionally, P2, P5 and P6 remarked that it felt
heavier. P5 specified that “the movements are causing that I can feel

that it’s heavier”. We were somewhat surprised by P3 who felt that the
haptic feedback made the pointer feel warmer and by P2 who described
the pointer as colder without the haptic feedback.
P4, P5, P7 and P8 described that moving the pointer was as if one

was ‘moving through a medium’. Examples included ‘stirring a pot of
dense soup’ (P4), ‘moving a stick through honey’ (P3), and ‘swinging
a badminton racket’ (P2). P12 and P11 experienced such motion as
slower, while P3 felt the movement was faster than expected and some-
how stickier. P11, P2 and P5 experienced a counter-force when moving
it. Compared to the Vibration condition, the experience during the
Translation condition was ‘cohesive’ (P2) or ‘more natural’ (P12, P2,
P3, P7, P8), “because it corresponds to my everyday experiences. It corre-

sponds to feeling something when I brush over it, when I am also moving”

(P12).
Removing the haptic feedback presented many of the participants

with a feeling of loss, P2 described the pointer, once the vibrations had
been removed, as “colder, deader, and lighter”. P12 said that “It’s like

[the experience] is over, because you’ve put down the object; because it’s

dependent on your movements” P12 contrasted that to the Vibration
condition in which the experiences “gradually fades out”.

projection Many users initially did not experience this as ‘natu-
ral’ in the same way as the two previous mappings. P12 immediately
explained that it felt ‘artificial’ and that what they experienced was
‘too complex to correspond with anything natural’. P2 described it as
being ‘electrical rather than organic’. Similarly to the Vibration condi-
tion, participants resorted to metaphors involving machinery. However,
this time the vibration that they felt was not a side-effect of the mechan-
ical motion as it was for the Rotation condition, but as output from
a digital device—hence we did not consider these in the Mechanical
sub-theme. The vibration was
describes as feeling like a ‘metal detector’ (P4) or ‘Geiger counter’

(P12). Exploring the Projection condition was often described as a ‘spa-
tial’ experience (P1, P2, P3, P12). P12 described that it’s “complex,

because it doesn’t correspond to a surface but to the Space around me.

When I move it further away or closer to me, with this speed, it kind of cor-

responds to a spatial experience”. As participants felt that the vibrations
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were caused both by their actions and by their surrounding space, the
Projection condition was associated with ‘less control’ (P1, P2). Par-
ticipants again were very conscious of the vibrations, P1 stated that it
effected their fingers.

vibration Unsurprisingly the Vibration condition was experienced
as, well, vibrating. Asked what it felt like, P1, P4, P8, P7 and P12 pro-
vided examples of devices that either vibrate themselves (“It’s the same

as when I use my electric toothbrush. It sort of... tickles a bit” - P1) or ob-
jects indirectly vibrated by remote machinery (“As if I would be sitting

in the subway and the seat vibrates.” - P12). Others (P8, P10, P2) sug-
gested that the vibration felt electric, like “grabbing an electrical fence

that is not very high voltage.” (P2). Finally, P5 felt said “well my first

thought was, that it was a bit stressful, I guess. Like that I should um, like

if you get a notice or an alert or something” While these results appear
rather obvious they provide a useful contrast to the other conditions

10.7.2 Self Observations

When participants answered the question ‘What does it feel like?’ with
a description focused around themselves, we placed the description in
the self observations category. Within this category two groups emerged.
One, holding the pointer consisted of descriptions of how the haptic
feedback influenced their hands. The other, moving the pointer was
participant’s descriptions of their behavior when interacting with our
system.

holding the pointer While vibrations can have a positive, re-
laxing effect (e.g.: [20]), many participants, however, (7 of 12) com-
mented negatively on the experience of holding a vibrating object. Par-
ticipants remarked that the vibration interacted with their fingers in
an unpleasant way (P1, P2) i.e.: “If I did this for a while it would feel

like my hand was a sleep” (P2) and that this unpleasantness continued
even after the vibration was removed “in my hands it still tickles a bit”

(P3).
Of all people who commented negatively on the vibrations most (5 of

7) pointed out that the unpleasant feeling went away for the mapped
vibrations of the Translation and Projection condition. For example,
when describing the Translation condition, p3 stated that “It did not

spread out that much. It felt more like that the resistance was in [the tip

of the pointer]. It’s not that I didn’t feel it. It was just ... my hand is fine

now. I can’t feel it now. But after [the vibration condition], I could still

feel it after it was out, in my fingers. [The vibration condition] kind of left

traces.”
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moving the pointer Participants stated that they felt the Trans-
lation and Rotation condition provided them with a more exact under-
standing of their movements. While they did not believe that they
could move with more accuracy, they felt that they could reproduce a
movement with more precision (9 of 12).
Asked to draw an infinity sign and given the option to use any of the

conditions, participants typically (9 of 12) chose the Translation con-
dition. P2 explained that “[If I had to draw] one or two perfect infinity

signs, then it probably would not help me so much, but if my life de-

pended on drawing a thousand, then it probably would”. This heightened
sensitivity to their movements also influenced their behavior. Typically,
participants moved the pointer slower with haptic feedback present and
faster without it. When asked why this was the case, P12 explained that
“It’s because I was paying attention to the impulses before, as they were

reacting to my movements. Now, without the impulses only my motion is

left without the additional perception I had before”.

10.7.3 Meta Descriptions

A third way of answering the question ‘What does it feel like?’ were
responses that took a broader view and attempted to contextualize
the experience, either in time or in relation to others. The two most
important themes from this grouping were descriptions of the origin of
the vibration and descriptions of a perception-shift, from experiencing
a pulse train to a richer material experience.

origin of the vibrations In the Vibration condition, partic-
ipants did not have any specific impression regarding the origin of the
vibrations. They just seemed to come from the pointer. This was dif-
ferent for other mapping conditions. P1 and P3 stated that they felt
that for the Translation mapping the vibration came from the top of
the pointer. P5 felt their perception switch between top and bottom
while P2 felt it came from both ends at the same time. This was re-
lated to the experience of P8 who felt that the vibration was caused
by the environment the pointer was in and P5 and P7 who stated that
the vibration felt like it was caused by a medium the pointer passed
through. P2 specified further that while the vibration comes from the
top or bottom, the pointer is vibrated from its core. P12 also felt that
the vibration came from the core of the device.
The origin of the vibration was less clear for the Rotation condition.

Here participants did not feel that it came from the ends of the pointer.
P5 for example felt that it was ‘everywhere’. P12 and P2 felt that the
vibration originated from the surface of the pointer. This is contrasted
by P11 and P10 who felt that the vibration came from within. P10
stated that the vibrations felt “as if there were an object inside the
pointer”.
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In the Projection condition P12 and P11 felt that the vibration was
caused through interaction with the room. P12 felt that the origin of
the vibration could be either close or far, depending on the mental
images used to think about it.

perception shifts One of the most interesting questions was
how something that was considered to be an irritating vibrating object
could transform into something with new physical properties that par-
ticipants enjoyed moving. Throughout the interviews we were able to
identify clear steps in this process:
(1) Initially participants would focus on the impulses themselves, often
unsure what they are experiencing. For example, asked to describe their
experience, P8 explained that “I don’t know what the right word for it

is, but it, they’re sort of discreet pulses” while P11 was displeased that
it was “just vibrating every time I put it anywhere”. P7 also disliked her
initial experience, stating that “it kind of feels like it’s in pain”.
(2) Eventually participants learned to understand the mappings and
focused their descriptions on them, sharing observations such as “When

I move the stick here, its vibrating and when I stop it stops as well” (P3)
or “Ahhh so it vibrates faster as I move it faster and it vibrates slower

when I move it slower” (P7).
(3) Understanding the coupling between motion and vibration was not
sufficient for creating material experiences. Instead it appears as though
at some point, when interacting with the mapped vibration, the percep-
tion somehow shifts. For some this happened very fast, others had to
move back and forth between couplings for this shift to happen. Some-
times we could tell, based on exclamations, that the shift had occurred.
Participants spontaneously exclaimed the following, after having exper-
imented with the mappings: “Oh, that’s neat. It’s just so different, it, it,

I mean, that reaction, it’s totally different” (P7) or “Woah. It feels like

coloring with vibrations” (P3) and, possibly inspired by the magic-wand
like shape of our pointer, “I have magic power, I think. (laughs) I don’t

know. Yeah, magic power” (P5).
Once the perception-shift occurred, participants no longer described

the feedback in terms of impulses or couplings, but in terms of interac-
tive experiences. This perception-shift lead to an experience which was
both qualitatively different than before as well as novel. For example,
P11 described the process of adding a mapped vibration to the pointer
that “It became more” and that “the vibrations [. . . ] make it feel like

something different, like something it’s not”.
We observed an interesting tension because of the way the perception-

shift lead to an experience that participants were both familiar with
from the physical world, while at the same time being very foreign. This
is captured in a description by P8: “I have this, uh, 3D printer that has a

little knob that you use to [control a] simple interface, and it kind of clicks

like that. So, that was actually what came to mind. But it, it’s kind of,
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it’s not something you’re used to experiencing”. The foreignness of the
experience was also described by P7 who, when their perception of the
Translation condition shifted, explained “it feels quite exciting actually

like this. I don’t think I’ve ever felt this before [...] it feels as if there is

something, like there is something invisible, like obviously there isn’t but ...

but there is some kind of force field that I cannot see, influencing it. Which

kind of confuses my brain a little bit”. The dissonance between what
participants experienced and what they thought they should experience
is also highlighted by P7 who later expressed her worry: “I hope you

don’t think I’m crazy”.
The perception change was difficult to achieve during the Projection

condition due to the complexity of the mapping. Only two participants
(P8, P12) were not able to create a mental model that fully explained
the mapping. Most others felt that there were external sources influenc-
ing the feedback, which introduced a source of uncertainty, preventing
the perception-shift from fully establishing itself.

10.7.4 Breakdown Conditions, Limitations

The Translation and Rotation mappings lead to very strong material
experiences. However, they required users to move both ‘correctly’ and
very steadily. For example, if a participant changed the position of the
pointer in the Translation condition they would almost always also
change its orientation. Similarly, it is hard to change the orientation of
an object in free space without also slightly changing its position. When
the movement and the mapping did not match, participants felt vibra-
tion that seemed to react to their movements without synchronizing to
what they were doing. In these situations, users commonly considered
the pointer as if it was a small creature, with intentions and agency
of its own. For example, P3 described this as “an animal sleeping and

just moving a bit around. It’s not much, just very little vibrations. So, for

example, there is nothing now, but if I move my hand to roll it around, it

moved.”

When we touch a physical surface, we can move our hand very
steadily, because it is supported by the material we are touching. In
midair, such steady motion is difficult. Sometimes user’s hands move
slightly without the user intending it. This caused impulses which did
not match the expected behavior of the pointer. Both these issues of
mismatch between motion and mapping, as well as user precision pose
a design challenge.

10.8 discussion

There is a perceptual link between movement and vibration. Together,
they enable us to experience textures. Various prototypes build on this
observation to create virtual textures. As these virtual textures can be
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created without the normal force of a supporting surface, we can con-
ceivably render textures in mid-air. Mid-air textures do not have a clear
motion-to-vibration mapping as in other haptic rendering systems. It
is not even clear, what the properties of a ‘good’ motion-to-vibration
mapping should be. Therefore, we set out to explore various motion-
to-vibration mappings. Two of the mappings we tested, Rotation and
Translation, did indeed have properties that allow us to consider them
as ‘successful’ mappings. Participants experienced additional friction,
force and weight when interacting with them. While we do not sug-
gest that these sensations are identical to the texture experience when
touching a surface, based on the interviews we find them sufficiently
similar to use the same word for both. From now on we will use the
word ‘texture’ in a loose definition that includes mid-air textures.

10.8.1 Benefits of Using Textures

We found that textures had a series of benefits over using regular vi-
bration as haptic feedback:

less irritation Using textures for conveying vibrotactile infor-
mation does not cause the irritation that is often associated with vi-
brotactile feedback. Textures are interesting to move through, while
regular vibration is considered irritating in a similar way that an elec-
tric toothbrush might be.

added ‘quality’ Adding textures to an object changes its per-
ceived quality, when moving objects through a texture they were per-
ceived as heavier which was experienced as being ‘higher quality’.

providing users with agency Using textures provides users
with a sense of control. If information is represented as regular vibration,
the user has limited control over when or how it is perceived. Using
mid-air textures provides the user with a way of anticipating what
they should feel if they perform a given action. Information can be
encoded to change the ‘feel’ of that action. The user can then explore
this information at a time and pace of their choosing. This provides
user with a greater sense of agency over the interactive system.

improving the experience of control In addition to pro-
viding users with a sense of agency, users also feel as though they can
be more precise in their movements. The texture acts as an additional This was something

users also described to

us when using ReFlex
(Chapter 5).

feedback channel that helps users observe their own actions. Users felt
that textures help them repeat the same gesture multiple times with
higher precision. This could be used to provide people with more con-
fidence in using gestural interfaces or improve movement and gesture
learning.
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10.8.2 Concrete Applications using Textures

Here we present some simple interactions that leverage these textures to
different degrees (see Figures 46 – 50 and Video Figure 2). The intent of
this section is to demonstrate how existing gestural interaction systems
can leverage our results.

haptic targeting Haptic systems are often used to convey spa-
tial information. A device might vibrate when pointing toward an inter-
esting location [144] or the pulse frequency or timbre can be modulated
based on the distance to a target [51] (See Figure 4a and Video Figure
2a, at 01:25).

We created such a targeting application. We created a texture using
the Translation mapping and modulated timbre and amplitude based
on the distance to the target. We also implemented a version without
the mapping. Anecdotally, users are able to find the target in both
versions, but the textures were more pleasant to interact with than
vibration.

Figure 46: Haptic Targeting: Amplitude, granularity or a specific timbre
might be concentrated in an area, indicating the vicinity of a haptic
target.

directional haptics One of the problems with haptic Target-
ing was described by user P5 who stated, “I feel like I’m looking through

a periscope”. What they were referring to is true for both textures
and vibrations. It is difficult to get the ‘big picture’, as one can only
experience the singular contact point between the pointer and the vir-
tual texture. This makes finding haptic targets a chore that involved
carefully scanning through volumetric space. We created an applica-
tion that provides users with a sense of the direction of the target (see
Figure 47 and Video Figure 2b, at 01:37).

By tracking changes in distance, we know if the user is moving to-
wards or away from a target. We can generate a different texture based
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on the user’s movement. The directional haptics appeared to primarily
help find the general vicinity of the target. We suggest this approach
be combined with haptic targeting for finding the precise location.

Figure 47: Directional Haptics: Textures can be designed to change based on
the direction one moves through them

directional objects The Projection condition, which provided
spatial information to users, was both the most confusing and the least
enjoyable mapping. This suggests to us that providing spatial informa-
tion may not be the application that best takes advantage of textures.

Figure 48: Directional Objects: The green object communicates haptically
that it is mapped to linear control, the purple one to rotary control.

Rather than using mid-air textures for indicating locations in space,
we can use them to provide objects with additional affordances. By
constraining the mapping to a single dimension, or a small number of
dimensions, we can give objects ‘directionality’. If we map a texture to
the ‘roll’ dimension, a movement in this dimension sticks out relative
to other movements. We use this phenomenon to create a series of
controllers with prescribed mappings. (See Figure 48 and Video Figure
2c, at 01:49).

We created a slider that could be controlled by movement in a single
arbitrary dimension (either x, y, z, pitch, yaw or roll). Upon picking
up the controller, one can immediately identify the required motion for
adjusting the slider without requiring a visual aid.



146 motion mappings for mid-air textures

dynamic objects Such augmented directionality need not be
static. The ‘direction’ of the object can be changed when context or
tasks switch. In addition to changing the ‘direction’, the scale (by ad-
justing granularity, see [170]) can also be modified. This can convey to
the user if they should perform a fast or slow gesture (See Figure 49
and Video Figure 2e, at 02:04).

Figure 49: Dynamic Objects: Based on context the green object might switch
functionality from slider to rotary encoder. The granularity can
indicate the required precision of the application

augmented proprioception Users feel that they can move
with greater precision when moving the pointer through a texture. The
perceived ability to move with greater precision would appear most use-
ful if one’s hands were free to manipulate one’s surroundings. Moving
the vibrotactile actuator from the handheld pointer to a wearable de-
vice preserved the experience of precise motion while allowing the user
to hold tools or perform gestures unburdened by a tangible pointer (See
Figure 4f and Video Figure 50, at 02:17). While worn on the wrist, the
feedback can still provide dynamic directionality, suggesting preferred
movements to the user.

Figure 50: Augmented Proprioception: When the hand moves through space,
the user perceived pulses at fixed intervals. Participants felt that
this increased the precision of their movements. The pulses could
be delivered using a haptic wristband or a system such as Mag-

netips (Chapter 2) [115].
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10.8.3 Key Conceptual Takeaway

I expand upon these

ideas in Chapter 14.For us, one of the most interesting observations was the clear perception-
shift from the participants’ hands being vibrated by the pointer to the
participants experiencing textures through the pointer.
This switch can be considered a Gestalt phenomenon: Individual

pulses are bound together by movement and perceived as a larger inter-
action gestalt [165, 175], similarly to how the black shapes of Kanisza’s
triangle (see Figure 63) lead us to perceive a white triangle [57]. Like bi-
stable images or foreground-background illusions the emerging texture
experience is also multi-stable. Users could change what they perceived
by ‘imagining pictures’ or ‘changing their intention’.

Another way of thinking about this perceptual shift is one of atten-
tion and agency. Participants initially focused on the object and haptic
information provided to them through the object. When experiencing
a texture, the focus of attention moved beyond the pointing device, the
attention was directed at the interaction. The pointer transforms from
an object that is being observed, to a tool through which participants
actively explored the haptic experience.
The perspective switch changed the way information provided through

vibration is interpreted. Before the perception switch, vibrations are ex-
perienced as symbols that provide information, for instance, when oper-
ating a telerobot, a user might receive a vibration, symbolizing that the
robot is being touched [164]7. In our case, once the perception switch
took place, vibrations were no longer considered as symbolic carrier of
information. For example, when participants stated that moving the
pointer felt heavier, they did not mean that the vibration represented
‘heavy’, they meant that they experienced increased weight.

10.9 conclusion

I use the term

"material experience"

as a catch-all for the

various experiences

which can arise based

on mapping and

feedback parameters.

So, can we experience haptic textures in mid-air? We found that, based
on mapping, experiences very similar to texture can be created. If an
object just vibrates without reacting to movement, it is experienced as
a device, such as a toothbrush or vibrating smartphone. If an object
vibrates based on where it is pointed, it feels more useful, but still like
a device – maybe a Geiger counter or metal detector. In our Rotation
and Translation condition, however, the way the vibrations were experi-
enced transformed, leading to a material experience related to texture.
These textures are more pleasing than ‘traditional’ vibration and make
moving a device more interesting – as if it had higher material quality.
Systems using mid-air textures can provide users with a stronger ex-
perience of agency and a better sense of control when interacting with
them.

7 See also Ihde’s account of hermeneutic mediation and embodied mediation, as sum-
marized by Verbeek [186].
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ADDIT IONAL INTERVIEW EXCERPTS

The page count of the published CHI paper – From Pulse Trains to

"Coloring with Vibrations": Motion Mappings for Mid-Air Haptic Tex-

tures [166] (Chapter 10) – required us to severely limit the interview
excerpts we shared. However, many of our claims are better understood
with more context. I will use this section to share extended quotes and
dialogues from the interviews. Unlike the paper, were we provide a com-
prehensive overview, the selected excerpts here are the ones I find most
interesting, curious or delightful – from a perspective of some distance
since the experiment was run and the paper was written. The excerpts
are edited to improve readability, while care was taken to preserve the
voice of the participants.

For quick reference a list of the experimental conditions is provided
in Table 9.

Vibration Translation Rotation Projection

The pointer
vibrates at a
fixed
frequency

The pointer
vibrates at a
frequency
relative to
how fast it is
moved

The pointer
vibrates at a
frequency
relative to
how fast it is
rotated

An imaginary ray is
emitted from the
pointer. The
pointer is vibrated
at a frequency
relative to how fast
the intersection of
the imaginary ray
and an imaginary
wall is moved.

Table 9: The four experimental conditions explored in Pulse Trains (Chapter
10).
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11.1 perception switch

11.1.1 Rotation Condition

It is possible that this

is because the

Optitrack system

appeared more

sensitive to rotations

than to translations of

objects, making the

translation condition

feel slightly sluggish

compared to rotation.

While we assumed that the translation condition would be the most
obvious to participants, it turned out that often the rotation condition
lead to the fastest switch. Below are two instances of participants first
experiencing the perception switch with the rotation condition.

Participant 6 verbalizes their thoughts after I switch from the vibration

to the rotation condition:

P6: Okay, so, so first of all, the pulsation has stopped. I’m now

trying to move it in order to get anything. I’m still not getting

anything.

So, yeah, there’s a slight thing here. Okay. So sometimes I get

like two pulses but I’m not sure how to trigger this.

So let’s try systematically. X, not so much. Y, nothing, oh ...

okay. So there is something but I’m not sure how to get it ...

oh, yeah, okay so, so its when I change the orientation of the

[pointer], but its not consistent. So I’m not sure. So now the

pulses are quite different. It’s not constant, but it’s not

systematic as well so it doesn’t relate to how much I tilt or

move.

. . . so it’s not correlated with the movement. It’s more

correlated with a change of the orientation. If I rotate it in

either direction, okay, now it’s more consistent.

Oh. Okay uh . . . yeah, I don’t know why it was doing this. It’s

now much more like a knob, uh with haptic feedback. Maybe

like the one in cars when you try to adjust the AC or the

volume or something.

Participant 1 describes the rotation condition relative to her previous

experience with the vibration condition:

P1: Ok, yeah, thats very different. Thats eh . . . ok yeah, now I can

really feel that its my movement that makes the vibrations or

whatever it is . . . so I feel much more in control. I can’t really

relate it to any . . . it doesn’t make my think of any object.

. . . but I feel like I’m. Like I . . . Like I’ve felt this before. But I

can’t remember where. Hm . . .maybe its . . . something like,I believe the word P1

is searching for is

traction.
you know when you bike your bicycle and you finally - if its too

fast for the gear to keep up - then when you finally hit it (or

how do you say it?) like when you finally reach the point where

it starts moving maybe its something like that.
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11.1.2 Translation Condition

Interestingly the translation condition took longer to understand, often
requiring me to nudge the participants in the right direction.

Participant 11 holds the pointer and initially experiences nothing. I try

and nudge them towards experiencing the shift in perception:

Exp: Have you tried moving it?

P0: Oh . . . no . . . now its just vibrating everytime I put it

anywhere.

Exp: Have you tried moving it slowly?

P0: Ahhh so it vibrates faster as I move it faster and it vibrates

slower when I move it slower.

Exp: Try closing your eyes. I’m gonna make it go away and I’m

gonna make it come back.

P0: Yeah, similar to before, it feels weird when its not there, but,

its nice to have this kind of feedback. In another sense. Like

adding a new feeling. Its cool with a new kind of feedback,

because usually I would not be able to feel it when I’m moving

it around.

Exp: Can you describe what you’re feeling?

P0: Maybe it feels like more of a pushing through something? Like

the air becomes more of a force that I have to . . . if I move it

slow, it moves slow but easy, but then the resistance increases

if I move it quicker. There is more pressing against it. It gives a

feeling of moving something with more resistance than without

it.

Participant 7 initially interprets the haptic experiences very differently

than I expected. By moving back and forth between conditions, eventu-

ally they experience the perception shift:

P7: Well it doesn’t feel nice.

P7: It feels like a little bird that’s trying to like escape or

something. It feels like it’s in pain or like (laughs) its struggling

to have a heartbeat or to be free. It kind of feels like its dying.

Exp: Why?

P7: Because the beat is irregular. So its like struggling a little bit. I

think I anthropomorphize everything but ... it feels a bit more

stressful.

Exp: Can you try moving it from the left to the right?

P7: Like this?
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Exp: Yeah. Does it still feel like a dying bird?

P7: Yeah. It’s because of the beat of it though.

(I ask participant 7 to compare the translation condition to

the vibration condition.)

P7: The [vibration] was a lot more pleasurable and relaxing and the

[translation condition] was more kind of like uh, music where

the beat is like irregular. [The vibration] I find really um,

relaxing so I think that the rhythm of the vibration had a big

impact on the experience.

P7: And it was very different but I don’t think the moving was

different. It’s almost as if the [the pointer], is different, its got

such a different quality, the [pointer], when the vibration

patterns are different that the moving and everything doesn’t

influence that.

Exp: How are the qualities different?

P7: Because of the, regular vibration patterns and the irregular

vibration patterns.

(I let p7 feel the vibration condition again)

Exp: I’m going to bring the [Vibration] back - you called this regular.

P7: Regular, yeah. I can feel that its got a beat, a rhythmic beat to

it.

Exp: Hmm.

P7: The vibrations feel more relaxing because I can feel it more

consistently in my body.

(I switch back to the translation condition)

P7: Oh, now I can feel that it’s responding to how I’m moving it.

The vibrations.

Exp: What does that feel like?

P7: Its, it feels quite exciting actually like this. I don’t think I’ve

ever felt this before ... it feels as if there is something, like

there is something invisible, like obviously there isn’t, but there

is some kind of force field that I cannot see influencing it,

which kind of confuses my brain a little bit. I mean I kind of

know how the technology is working but like, it’s kind of magic

a little bit because I know it feels as if there is some kind of

stone wall that its, that its grating up against which only

responds when I’m moving it and yet there is nothing there.



11.2 transitions 153
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Figure 51: Experimental setup used for the Pulse Trains study. (1) Optitrack

cameras mounted on wall, connect to (2) ethernet switch. (3) C#
application extracts relevant motion information from Motive. (4)
Max/MSP patch generates audio signals for all conditions concur-
rently. They are all played back via the (5) UR44 audio interface
and sent to a (6) mixer. The mixer is used to adjust the amplitudes
and select signals which are then sent to the (7) haptic pointing
devices, which in turn are tracked by the (1) Optitrack cameras.

11.2 transitions

A point not emphasized in the paper, which feels important in retro-
spect was the transition behavior. I could manually fade the different
mappings in and out, using an audio mixer. When I did this, the pro-
cess of fading was experienced differently for the vibration condition
and for the conditions where a perception shift occurred. The vibra-
tion condition was perceived as gradually fading in or out, while the
mappings which created a perception shift were experienced as more
dichotomous, either there or not there:

Participant 12 clearly differentiates the fade-out behavior of the vibra-

tion condition and the translation condition. P12 traces the difference

in experienced behavior to what they attribute the origin of the vibration

to be:

Exp: I showed the [vibration condition] to you, and when I took it

away, you described it as a "vacuum cleaner gradually being

turned to lower power". I’m going to gradually remove [the

translation condition]. Can you describe if this is the same?

P12: Its different, because its not gradual, but dependent on its

movement.

Exp: But is the way you experience it still the same? Would you still

use the same metaphor?
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P12: Well, its as if I put something down, and then its gone, because

it depends on my movements.

Exp: But is the process the same?

P12: No, its dependent on my movements, depending on what I do.

The other one is external, caused by the artificial impulses,

which are just linearly reduced.

Participant 3 described the vibration condition as a spaceship, while

rotation and translation where complex mechanical structures involving

rubber balls. Here P3 describes the difference in fading in and out:

Exp: When I fade the patterns in and out, does the change happen

at the same pace or is there somewhere were the change all of

a sudden is faster, and you feel like ’oh, now it changed’.

P3: Hm. I think for the spaceship (note: vibration condition) its

kind of just continuous, there is no difference. In the [rotation

Condition] it’s also like first pushing the ball into it and then

there is something held to the stick, so I think there most be

some kind of difference in how I felt it.

11.3 material experiences

Experiences of friction or moving the pointer through a medium can
be found throughout the other quotes. Here I would like to highlight
the concepts of weight and quality, which I personally found especially
interesting.

Participant 6 mentions that the pointer feels heavier with feedback that

leads to a perception-shift:

P6: Okay. Um ... yeah, that’s, yeah, I think weight-wise, yeah, it

feels much more heavy than with no feedback. Okay.

Participant 5 mentions that the pointer feels lighter after feedback that

leads to a perception-shift is removed:

Exp: So, so without feedback, what does it feel like now?

P5: Now it just feels like a normal object. It’s kind of ... I don’t

know. Em, it feels like it became lighter as well. Like before, it

was more heavy. Mm, yeah.
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Participant 5 explains the difference in experience as relating to the

quality of the pointer:

P6: This is kind of more, more reliable or more sturdy. But the

other one is, okay, just with no, with no feedback or nothing.

Yeah. So I mean this weight in a, in a good pen or, or in a good

something like in a good device that you feel like this is a high

quality or a high built ... rather than, okay, this is something

that’s plastic or something for just doing anything. So yeah.

11.4 control & agency

Once the perception switch had occurred, participants almost unan-
imously liked the experience of moving the pointer. This was often
explained by using the words control or agency.

Participant 3 initially spoke of control rather than experience, when

asked to describe the translation condition. This excerpt is also where

colouring with vibrations from the paper’s title is lifted from.

Exp: So what does that feel like?

P3: Like ... having control over the movements. ... I kind of want

to all the time stop and then start again, just doing it. It feels

like colouring with vibrations. Cause you can ... I know there is

no difference in the vibration, but I can move the stick in

different directions so I feel that I kind of form the vibration.

I asked all participants to draw symbols into the air, and describe how
the different feedback conditions influenced the experience.

Participant 8 describes that the textures added constraints, which made

them feel more confident in their actions:

(Participant 8 Initially describes how drawing without a

texture feels compared to drawing with a texture.)

P8: So, it’s, it’s almost like the, uh, the rod gets lighter, in a way.

Um, and there’s no resistance, I think I mentioned before. It’s,

it was like there was a resistance before. Um, and that’s not

here anymore. Now, I can just move it wherever I want. Uh, it’s

much less interesting, but it, it was almost like there was, uh,

there was a resistance before, or there was at least something

reacting to my movement. So, um, it wasn’t just totally free.

Exp: All right. That’s interesting. Do you think that in one of these

two ways it’s easier or hardier to draw an infinity symbol?
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P8: Uh, I think the first one was better. Um, when ...

Exp: So, you’re saying with haptic feedback, it was better.

P8: Yeah. It was, it was easier, uh, in a way. There’s too much

freedom without, without it.

Exp: So, maybe you’ve already answered, but can you describe what

makes you say better?

P8: Uh, I, I literally feel like I drew a better symbol, um, although

it’s hard to judge, but, uh, but it feels like it’s, it’s, without the

haptic feedback, it’s, it’s easy to, uh, go off course, to go off,

uh, uh, to, to make a wrong movement or something else. It

might just be an illusion, but that’s how I felt.

Participant 7 framed the difference between experiencing a vibration

where the perception shift had occurred to regular vibration in terms of

agency, rather than control:

P7: Yeah, so like you invite me into an experiment and you give me

something to hold and you ask me how does it feel and

therefore I go, I put my mind into my body and think okay I

can feel it in my lungs a little bit, I can feel it, its making my

shoulders relax and then you change the object so that I have

agency over it.

Exp: Mm-hmm (affirmative).

P7: So it switches around so that I can uh, and therefore I’m not

thinking that much about my body. I’m thinking about the uh,

the kind of texture of the experience um, my experience of the

object kind of thing.

11.5 scope and limitations

This study was exploratory and I make no claims regarding general-
ization. Each description is personal and unique. The purpose of this
study was to explore the breadth of experiences that participants have
with the experimental setup, as well as the themes that emerged in
discussion. The original reason for choosing this approach was that a
large portion of the related work left me thinking "OK, thats good and
all, but what was it actually like?"
The value of such subjective data goes beyond satisfying that itch

though. While not generalizeable in of itself, the material experiences
discussed by participants provide point of references for future explo-
rations. The descriptions of the perceptual process provide a starting
point for an empirical theory of embodied perception in HCI. Using
these subjective accounts we can create an initial set of conditions re-
quired for the perceptive switche to occur, which can then be refined by
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further empirical experimentation. A large part of Chapter 14 is based
on these interviews.





12
STAND-ALONE PROTOTYPES

As the setup used in From Pulse Trains to "Coloring with Vibrations":

Motion Mappings for Mid-Air Haptic Textures [166] (Chapter 10) was
not mobile, I decided to build a mobile implementation, so that I could
easily demonstrate the principles when travelling and attending aca-
demic events. This section outlines the implementation. I share it, be-
cause it is easier to replicate than the original system.

I built two prototypes. One used rotation as input, the other used
pressure. I chose rotation as it is easy to implement using the sensors
already integrated in most smartphones. I chose pressure because I was
curious how it might work and because I am interested in integrating
such systems into the sole of shoes.

12.1 implementation

Both devices are based on a Teensy 3.2 augmented with a Prop Shield1.
I used the Teensy Audio Library to generate an AC signal using the
onboard DAC. The output of the DAC is connected to the audio am-
plifier integrated in the prop shield. The output of the amplifier was
connected directly to the Haptuator Mark II by Tactile Labs2. The
devices were powered by generic portable smartphone batteries.
The main difference between the devices is their sensor input. The

rotation device uses the Euler Angles of the Prop Shield’s IMU. The
pressure devices uses a custom-made piezo-resistive pressure sensor,
built using 20 kOhm per square piezo-resistive material by Eeonyx3.
The pressure sensor used two layers of the piezo-resistive material, so
that the dynamic range captured the pressure exerted by a foot when
stepping on it.
The signals were initially passed through a low-pass filter, to limit

unwanted noise. I then selected a threshold for each sensor and once the
threshold was crossed generated a pulse-burst at 200 Hz. The thresh-
hold corresponds to the granularity parameter, the frequency of the
pulse-burst corresponds to the timbre. General principles one might
consider when using such a setup in a real world application can be
found in Chapter 15.

1 https://www.pjrc.com/store/prop_shield.html
2 http://tactilelabs.com/products/haptics/haptuator-mark-ii-v2/
3 https://www.kobakant.at/DIY/?p=913
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Figure 52: Left: Rotary feedback device. Right: Pressure based feedback de-
vice

12.2 reactions

These devices were informally demoed at CHI 2018, at the In-Touch

workshop4 [62] and the Dagstuhl Seminar On-Body Interaction: Em-

bodied Cognition Meets Sensor/Actuator Engineering to Design New

Interfaces5 [163].
When demoing the devices, I did not tell people what to expect.

Most, but not all, were able to make the perceptual switch. A common
metaphor for the rotation device was using a rotary combination lock.
Pressing the pressure based device made it feel as though it was more
compliant than it was. For some this sensation was bistable and could
switch to the impression that compression caused internal mechanical
motion in the device. Stepping on the pressure based device felt like
walking on an old creaky floor.

I had the opportunity to demonstrate these devices to a congenitally
blind person and discuss these devices with them. Asked what the de-
vices felt like, they responded, without hesitation “This one pulses when

the pressure level changes, and this one provides pulses relative to how it

is rotated”. When I explained that for many sighted people material
experiences emerge, their comment was “Oh, sighted people . . . they are

so easy to fool”.

4 https://intouchchi.wordpress.com/
5 https://www.dagstuhl.de/en/program/calendar/semhp/?semnr=18212

https://intouchchi.wordpress.com/
https://www.dagstuhl.de/en/program/calendar/semhp/?semnr=18212


Part III

I M P L I C AT I O N S

There are things I learned from conducting this research which are not
contained in any single paper. In this section I synthesize the results
from all papers, highlighting how they relate and how they, together,
are more than the sum of their parts. In Chapter 13 I summarize the
results of all four papers. In Chapter 14 I highlight how these results
and observations made while conducting the experiments are relevant
to understanding perception and embodied interaction. Finally in
Chapter 15 I describe a technology which I would like to implement. I
use this technology to explain how the results outlined in Chapter 13
and the ideas and concepts from Chapters 14 might be applied.

This is a start. It might seem odd to present a start at the end of a
thesis, however, I find it natural that research leads not to definitive
answers, but rather to new sets of questions. In many ways, this start
is where I wanted to be when I began the research leading up to this
thesis – however, at the time I was not ready to formulate it. As such
this start is not only a hint as to what might come next, but, to me,
also a satisfactory conclusion of a period of research.





13
RESULTS OVERVIEW

In this section I summarize the direct results of the studies presented in
this thesis, as they are relevant for designing material experiences. Here
I only enumerate the pragmatic empirical results, a discussion of their
higher level implications can be found in Chapter 14 and an example
system describing how the results might be applied can be found in
Chapter 15.

13.1 output parameters

When I speak of feedback parameters I am referring to the properties
of the vibrotactile signal that a user is subject to. Generally speaking
these are the strength of the signal (i.e.: amplitude), parameters shaping
the signal in the frequency domain (e.g.:timbre, frequency), and param-
eters shaping the temporal properties of the signal (e.g.: granularity,
regularity, duration). Here I summarise various ways in which changing
these feedback parameters influences the resulting experience.

13.1.1 On-Body and Implanted Magnetic Actuation

I explored direct stimulation of the skin in the case of the magnet
attached to a fingernail in Chapter 2 and, using an implanted magnet,
I explore in-vivo stimulation of the skin in Chapter 4.

83 Hz 166 Hz 250 Hz 333 Hz 500 Hz 83 Hz 166 Hz 250 Hz 333 Hz 500 Hz

Vibration on Fingernail Vibration in-vivo (Palm of Hand)

Figure 53: Comparison of vibration applied to fingernail and vibration applied
internally via implanted magnet using the Magnetips system. Solid
lines are mean response. Shaded area is the corresponding 95%
confidence interval (left) and two standard deviations (right). Y
axis is perceived magnitude.

duration Within the ranges investigated (2 ms to 12 ms), duration
had a linear positive relation with perceived strength for both on-body
(see Chapter 2) and implanted feedback (see Chapter 4). As the pulse
duration increased, the haptic signal was perceived more strongly. The
difference in duration was not perceived.
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For the studies using

Magnetips, we
manipulated the

frequency of a square

pulse-burst. This is

subset of ways in

which timbre can be

manipulated. In this

context, the terms

timbre and frequency
refer to the same

general concept.

timbre Frequency has a non-linear effect on perceived strength.
This is observable in the Magnetips experiment (Chapter 2) and the
evaluation of the implanted magnet (Chapter 4) as well as the Haptic

Textures data (see Chapter 9, Figure 38). While the Magnetips data
are roughly what we would expect based on prior psychophysics stud-
ies [149, 187, 188], the perception of the in-vivo vibrotactile feedback
was markedly different. The experienced vibration on the fingernail
was strongest around 333 Hz and grew weaker with higher or lower fre-
quencies. The implanted magnet lead to a strong response to 83 Hz and
166 Hz and was experienced as weaker at higher frequencies (Figure 53,
see also Figure 16.).

13.1.2 Actuation of Proxy Object

Rather than actuate the skin directly, in most of the work presented in
this thesis the skin is actuates by means of a proxy object manipulated
by the user.

Granularity (pulses per cm) Amplitude Timbre (Hz)
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Figure 54: Overview of results from re-analysis of Haptic Textures data. Thick
lines are mean results, shaded area represents a 95% confidence
interval. Feedback parameter levels at which an experience lead to
significantly different ratings, compared to the overall average, are
highlighted in green.

granularity granularity describes the number of pulses that a
user is subject to relative to a set amount of motion. In the experiments
of Chapter 7 we described it in units of pulses per cm (p/cm).Kildal varied the

regularity in his study

of compliance [90],

however the analysis

does not allow

inference on how it

effected the experience.

We assumed granularity would correspond closely to the surface fea-
tures of a material. Consequently we expected granularity to have a
strong effect on experiences and that different types of experience could
be differentiated clearly based on their corresponding granularity. We
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found that this was not the case. While bumpiness was strongly associ-
ated with low levels of granularity, we did not find any other clear links
between granularity and a specific experience (see Figure 54).

A sub-dimension of granularity is regularity. In our experiments, we
always had regular signals. That is, the granularity hat a set, constant,
value. This was sometimes commented on by participants who felt that
it made the experiences feel mechanical or somehow "made by humans",
as opposed to something one might find in nature.

amplitude We assumed that the amplitude would merely impact
the strength or salience of the experience, but would not influence the
quality of the experience. What we found was that an increase in ampli-
tude lead to the strongest increase in the experience of roughness, fol-
lowed by bumpiness. Adhesiveness and Sharpness were comparatively
barley effected. Roughness was effected significantly more by high am-
plitude than the other experiences (see Figure 54).

timbre By timbre we refer to the composition of the pulse in the
frequency domain. Our initial reason of exploring timbre was that we
associated it with the envelope of the pulse, or the pulses shape. We
assumed that this would correspond to the shape of a surface feature.
We found that timbre was much more versatile than we expected. Tim-
bre had a strong effect on how strongly the signal was experienced, and
changing the properties of timbre lead to the strongest differentiation
in experience (see Figure 54).

13.2 input mappings

An example of how input mappings are typically used in HCI are the
difference between a pen and a scroll wheel. Using a stylus to write on a
pen-enabled display requires no input mappings – there is a direct cor-
respondence between the physical action and its digital representation.
The rotary movement of the mouses scroll wheel however is typically
mapped to linear motion of a list or text – the physical action is mapped
to a different digital representation. See also the discussion

of transfer functions

by Zhai [210] for

further details on

direct and indirect

mappings.

When I speak of mapping, I am referring to which aspects of move-
ment are used to create the haptic sensation. I differentiate between
direct mappings, where there is a one to one correspondence between
movement and feedback and indirect mappings in which the movement
is used to manipulate some hidden variable or transfer function which
the haptic feedback is based on [209, 210]. I also differentiate between
isometric and isotonic as suggested by Zhai [209, 210] - where isotonic
actions require force with contraction of muscles and isometric actions
require force without the muscles changing length.
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13.2.1 Direct

I speak of direct mappings when no transformations are applied to the
measure of movement before generating the feedback. The resulting
vibrotactile signal directly corresponds to the user’s movement.

pressure (isometric) The pressure-based device presented in
Chapter 12 is the only isometric device I designed. As expected, based
on previous literature [90], the resulting experience was of compliance.
When stepped on, it felt like walking on a wooden floor that has some
give. When pressed, it either felt as if the object was compliant or as
if the pressure actuated some internal mechanical mechanism.

Figure 55: Pressure: The device is rigid and measures the amount of pressure
exerted on it. Changes in pressure create haptic impulses.

translation (isotonic) I built two devices that use transla-
tion as input for generating material experiences. The first was the
slider used in Haptic Textures (Chapter 7), the second was the pointing
device when in translation setting, explored in Pulse Trains (Chapter
10).

Figure 56: Translation: The device can be moved with minimal or no counter-
force in at least one direction. Changes in position create haptic
impulses.

The main difference between these two devices was that the slider
provided users with normal force, if they pressed perpendicularly to
the sliding direction, while the pointing device was completely uncon-
strained.
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Adding haptic feedback to the slider created an experience of friction
between the track and the slider. Adding haptic feedback to the non-
grounded pointing device provided the experience of pushing through a
medium. This is similar to how one experiences textures when writing
with a pencil. As the pencil moves over the paper, the pencil is vibrated
from its tip. Participants in the Pulse Train study often assumed the
vibration originated from the opposite end of where the pointer was
being held (See Chapter 10 for more details). Participants said that
moving the device felt as though it required more force.

rotation (isotonic) I created two rotation based devices, the
pointing device from the Pulse Trains experiment during the rotation
condition, and the standalone version reported on in Chapter 12.

Figure 57: Rotation: The device can be freely rotated along at least one access.
Changes in angle create haptic impulses.

These devices behaved essentially the same. Participants typically
felt that the motion was somehow mechanically complex, or that the
device had traction when being rotated. This was either attributed to
the environment – as if the device was rubbing against something in-
visible – or to the device itself – as if there were internal components
set in motion. Typical descriptions included that it felt like a rotary
dial or a ratchet. The vibration was often described as emerging from
the centre of the device. Again, with the vibrotactile feedback present,
participants described that the device felt as though it required addi-
tional force to be moved, or as though it was made of heavier-higher
quality materials.

bending (elastic) ReFlex (Chapter 5) could provide haptic im-
pulses relative to the amount it was bent. As the device itself provided
a counterforce, this action is not isotonic. Because the device changes
its shape when pressure is exerted, it is also not isometric. Zhai calls
this type of interaction elastic [209].

With the added haptic impulses, bending the device felt more crisp.
The flexible parts of ReFlex either are plastic or feel like plastic. Con-
sequently the bend-action feels very smooth, users only received very
few tactile cues when bending it. With added feedback, bending it felt
crisper and users received more tactile feedback on their action. Some
interpreted this as the device being easier to bend. Others associated
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Figure 58: Bending: The device is elastic and can be bent. Changes in the
devices shape create haptic impulses.

this experience with a fibrous material, which they felt was harder to
bend. Most users expressed that they had greater control over the bend-
ing in the presence of the haptic feedback.

13.2.2 Indirect

Here the motion is used to generate an interim value. The vibrotactile
feedback is based on the interim value or transfer function.

See Section 6.1 for a

listing of all feedback

and input mappings

used.

rate control When we provide haptic feedback at a fixed fre-
quency it is experienced as vibration. This was true in the absolute
feedback condition, where the frequency of the pulses was determined
by how far ReFlex was bent (if the device is flat, no vibration is present,
and the more the device is bent, the higher the frequency of the haptic
impulses).
On of the ways of using bends as input for controlling ReFlex is rate

control. When using rate control, the bend-state of the device controls
the speed with which the cursor moves - so, when the device is kept in
a fixed shape, the curser moves at a fixed speed.

Figure 59: Rate Control: A cursor moves at a speed corresponding to the bend
state. The device vibrates at a frequency corresponding to the same
bend state. The faster the cursor moves, the more frequent the user
experiences haptic pulses.

Combining rate control (bend-state controls speed of cursor) and ab-
solute feedback (bend-state controls frequency of pulses) created a new
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material experience. It felt as though the cursor encountered friction
when moving over the screen. This experience was similar to the slider
used in Haptic Textures, and I imagine that the results of the Haptic

Textures study would directly apply to this scenario (Chapter 7).
More details on this

mapping can be found

in Section 10.4.

projection The Pulse Trains study was set up similarly to the
rate control scenario described above. Here the user could move an
imaginary point over an imaginary surface, similar to how the light-
point of a laser pointer might move over a far-away wall. We imagined
the resulting experience might be like touching a far away wall, or as
if the imagined pointer was subject to friction.

Figure 60: Projection: The device can be freely moved. The intersection point
of an imaginary ray emitted from the device and an imaginary sur-
face is calculated. Haptic pulses are created when this intersection
is moved.

This did not occur. Participants found it difficult to understand this
mapping. Even when we explained it in detail, participants found it
difficult to make sense of and perception-shifts usually did not occur.

Multi-Modality for Indirect Mappings The projection condition makes
it appear that people have trouble understanding mappings with a
non direct transfer function; mappings which use an interim variable. I discuss this point

again in Section 14.4.1Even if people understand the metaphor of the projection condition,
the perception-shift does not occur. This could suggest that a metaphor
needs to invoke a motor memory for the shift to occur.

On the other hand, the rate control condition was easily understood.
This suggests that if the mapping is not understood purely on a motor-
level, presenting users with a multi-modal stimulus creates a change in
how the interaction is interpreted, which allows the perception-shift to
occur.

The Isotonic – Elastic – Isometric Spectrum An interesting observa-
tion is that adding motion-coupled vibrotactile feedback to isotonic
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devices makes people experience them as having some type of counter
force, such as friction, resistance or weight. Adding motion-coupled vi-
brotactile feedback to isometric devices on the other hand, makes these
devices feels as though they have less-counterforces. They are experi-
enced as more elastic or compliant than they are. Finally, for the elastic
device, the feedback was interpreted either way, depending on user and
context. Based on prototyping with various stiffness levels of ReFlex, I
believe this to be a coninuous spectrum.

13.2.3 Experience

Adding to the perceived material experiences of an object with motion-
coupled vibrotactile feedback, transformed not only the object is ex-
perienced; it transformed the entire way in which interaction with the
object was experienced. Participants often spoke of a greater sense of
agency or better control in the presence of the vibrotactile feedback.

control We asked if the material experiences created by us had
any effects on targeting performance in Chapters 6 and in Chapter 10
we asked if the material experience helped them in drawing symbols
in the air. For both conditions the participants answered with a clear
yes. However in the experiments using ReFlex we could find no such
measurable effect. I appears as though the changed material experience
can provide the user with the experience they would have, if they had
more control over the interaction. However, as – mechanically – the
interaction is unchanged, this effect appears to be purely subjective
and does not translate into improved performance.

agency Some participants pointed out that they receive more infor-
mation regarding their movements in the presence of the vibrotactile
feedback. This contributed to a greater sense of self-perception and
agency. Something I also observed with all my prototypes is that they
are somehow very satisfying to use. Participants often mentioned that
when interacting with them, if the vibrotactile feedback was present,
the interaction becomes more enjoyable, and without the vibrotactile
feedback, the interaction somehow feels empty. I attribute this addi-
tional satisfaction participants describe to the experience of increased
agency.

13.3 conclusion

This Chapter presents an overview of input mappings and output pa-
rameters explored in this thesis. The results range from very basic
low-level observations of parameters that influence how strongly we
perceive vibrotactile feedback – I highlight known links between fre-
quency and perceived strength of vibrotactile feedback and point out
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potential unknown mappings for in-vivo vibration – to exploring how
output parameters are linked to qualitatively distinct experiences.
I show how changing properties of the vibrotactile feedback in the

frequency domain can create qualitatively distinct experiences. I then
show how not only the feedback parameters, but also the input map-
pings influence the experience. I show that indirect input mappings
appear to require another sensory modality to work well and that the
isometric-isotonic spectrum has a strong effect on how the feedback is
interpreted.
Finally I point out that feedback parameters and input mappings

together augment not only the objects a user is interacting with, but
provide the user a heightend sense of control and agency. The higher
level implications of these results will be discussed in Chapter 14, a
fictional system which uses these results directly is presented in 15.





14
THEORETICAL REFLECTIONS

A steadily growing stream within HCI emphasizes the importance of
the body and embodied cognition. Around 2005 the term "embodied
interaction" became commonplace at CHI and has remained prominent
ever since [77]. While one might expect scientific approaches towards
HCI to have have testable models (such as Fitts’ Law) and clear success
criteria (such as reducing task completion time), embodied interaction
does not. This has led to a paradoxical situation where embodied in-
teraction has become recognized as an important direction in HCI, but
we do not have the tools or knowledge to provide a decisive answer
to the following question: From an embodied interaction perspective, is

this interaction designed well?

It frustrates me how difficult it is to make clear and simple statements
about embodiment in HCI. In this section I will outline observations,
ideas, and concepts I find important when considering embodiment in
HCI. I will use these to outline steps towards an empirical approach to
embodiment which I believe could in the future resolve my frustration
and be useful in designing, discussing, and evaluating interactions and
technologies in the context of our embodied, physical access to the
world. While I sometimes

make excursions to

discuss other sensory

modalities, all my

observations are only

regarding haptic

perception. While

many of the

observations and ideas

presented here might

be transferable to other

modalities, the limits

of such transfer are

not clear.

My perspective is intentionally narrow compared to the breadth
of work published under the umbrella of embodied interaction. Some
sources which have shaped my perspective include What Things Do, by
Peter-Paul Verbeek [186], the Phenomenology of Perception by Maurice
Merleau-Ponty [117]1 andKnowing Hands by David A. Rosenbaum [147].
However, I do not intend this Chapter to be a comprehensive overview
of how to apply these (and other) works to HCI. Instead, I pick and
choose the bits which I found useful and ignore the rest. Similarly, I
do not intend to deliver a comprehensive theory of embodied interac-
tion, nor a comprehensive overview of the related literature. What this
Chapter attempts to do is outline initial steps towards an empirical
perspective on embodied interaction.
In this chapter, I will first discuss what happens when we perceive a

material property such as hardness, texture, or shape. Based on obser-
vations made during my research, I highlight properties of perception
which I believe we need to consider when designing embodied interac-
tions.

1 For those who find Merleau-Ponty hard to stomach, I recommend reading the 2012
translation by Donald A. Landes. This newer translation manages to both make the
language more accessible and highlight the structure of the arguments, resulting in
a much more pleasant reading experience than previous translations.

173
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Following this discussion, I will briefly outline problems I see with
current approaches to embodied interaction, before introducing theories
and perspectives which I believe we should be considering. Specifically,
I provide arguments which explain how – even though all interaction
is necessarily embodied – there is utility in discussing the extent to
which an interaction is based upon or leverages this embodiment. I then
discuss theoretical perspectives on the unit of experience, highlighting
that experience is an emergent phenomenon.

I argue that if we wish to design experiences, we need to explicitly
design the interactions which constitute our perception of the world.
For example, if we wish to design the experience of increased weight,
we need not physically changing the weight of the object. I argue that
we can take note of the interactions between the body and an object
with the target weight, and design our system in such a way that this
type of interactivity is supported. The experience of weight will then
emerge from the interaction.

I focus on interactions that occur on time-scales shorter than those
typically considered within the domain of HCI. This distinguishes my
approach to embodied interaction and interaction in general from other
perspectives on embodied interaction in HCI.

The thoughts and ideas presented here are not intended to add up to
a full-fledged theory yet. I consider what I present here to be a starting
point for a dialogue which might in the future culminate in an empirical
theory of embodied interaction, but much work is required before we
arrive there.

14.1 how is a texture perceived?

I have previously focused on parameters for vibrotactile feedback de-
sign, and mappings between motion and perception. The experiments
of Chapters 7 and 10 also point to a number of general properties of
haptic perception. Here, I discuss how the physical world, perception,
and the resulting experience relate to each other, and highlight some
of the less intuitive observations.I distinguish between

"perception" – the

action or process of

perceiving – and

"experience" – that

which emerges from

perception. The

importance of this

distinction will become

clear throughout the

Chapter.

14.1.1 Perception is Active

If a person is asked, "How do you feel the texture of a material?",
they might answer, "By touching it". In casual conversation, I often
meet strong resistance when I claim that "To understand the texture
of a material, one also needs to know what it feels like to move one’s
finger over it" [170]. While this claim is scientifically not contentious,
it contradicts the common conception of experiences: that perceptions
are something that - almost inevitably - happen to us. We might cover
our eyes to not see something, but if we then allow our eyes to wander,
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we see it whether we want to or not. There appears to be no conscious
effort involved in perceiving.

The observation that we need to actively move our finger over a
material to perceive its texture suggests a different model of perception.
In this model, perception is not something that merely happens. Rather,
it is an action shaped by our intentions. A person does not merely
have an experience of texture, a person does an experience of texture.
The idea of active perception is often traced to Merleau-Ponty and
is famously demonstrated in images created by Alfred Yarbus [207].
Yarbus shows how the intention that one has when glancing at a picture
influences the patterns the eyes trace when looking at it. In the picture
of The visiting stranger by Ilya Repin (Figure 61, left), the pattern
traced by the eyes when asked to asses the social relations between
the people in the picture (Figure 61, centre) and their material wealth
(Figure 61, right) are clearly distinct.

Figure 61: Left: The Visiting Stranger by Ilya Repin. Center: Path eyes trace
during free examination. Right: Paths traced by eyes when asked
to estimate the material circumstances of the family. Each path
shows 25 seconds of eye-movements [207].

These examples are well known, but are typically associated with
higher level cognition. Surely, assessing the material wealth of people
in a picture is a different process from perceiving a texture? However, I
argue that considering such examples of active perception as somehow
more complex or higher level is misunderstanding the significance of
these images. The viewer is not looking at multiple discrete elements
of the image, the viewer is engaged in a continuous interaction with
the image. The viewer’s perception, be it an impression of the mate-
rial wealth or an impression of the social relations or anything else, is
shaped both by the viewer’s intention and the features of the image.
The viewer’s intention and the image’s features together guide how the
eyes linger on or move over the image.

The same is true in the perception of textures. The texture experience
is not simply there and somehow transported into our consciousness.
We need to interact with the material to perceive the texture. This is
not merely a philosophically interesting point - it is the reason why the
systems presented in this thesis [166, 170, 171] work, and it is the very
basis of much of the most exciting work in haptics [39, 90, 134, 146,
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206]. These systems, which provide users with material experiences,
are not designed in a way that these experiences are ‘played back’ on
a static user. Instead, they provide a space which the user can explore
while they provide feedback in reaction to the user’s movements.

In conclusion: perception is not something that happens to the body.
Perception is an activity that the body engages in. This means that
the first step in designing a material experience is deciding which parts
of the user’s motion should engage in the perception and how to mea-
sure it. As perception is a physical action, we can only start designing
material experiences once we have sufficiently precise measures of the
users’ body [168].

14.1.2 Perception is not a reflection of the world

While we have started correcting the colloquial model by pointing out
perception’s active nature, that model contains another implicit fallacy.
For example, we might speak of textures as a property of a material. We
might also speak of textures as an experience that people have. There
is the implicit assumption that perception somehow translates this ma-
terial property to an experience. The various prototypes I built, and
their evaluations, point towards a much stranger model of perception.

When interacting with ReFlex [171] or the Vibrotactile Slider [170],
people are presented with vibration. However, people do not experi-
ence these vibrations the way they might perceive a vibrating phone.
Instead, they report experiencing changes in the material properties of
the devices. This should not come as a complete surprise. Research has
shown that the vibrations created when interacting with a material are
the basis of differentiating between textures [12]. Romano and Kuchen-
becker demonstrated how this link between vibration and perception
could be leveraged. They recorded the vibrations created by moving
a pen over textures and played these vibrations back when a pen was
moved over a non-textured surface. Participants in their experiments
reported that they experienced textures [146].Incidentally, this is

why we have evolved

fingertips. Research

has shown that they

amplify the vibrations

created through

interaction to allow us

to distinguish better

between materials

[37, 107].

These observations suggest that we do not have direct access to the
texture of a material. What we have access to is created by interaction
of the body with the material. The act of perceiving creates the subject
of perception. The act of perceiving gives rise to a physical phenomenon
- vibration - which is related to the texture but distinct from it.

Again, this is not just an interesting philosophical point. It is the
very basis which might in the future allow us to create virtual worlds
which we can not only see, but also touch. The observation that our
experience of texture is not based on a material, but on the interaction
with it, suggests that we can create material virtual worlds without the
requirement of recreating the actual material.
Once we have precise measures of the user’s actions [168], we can

reason about [170] or model [146] the type of interactivity the user
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would experience when performing these actions in the presence of a
given material. Rather than recreating the object which would cause
such a material experience, we can now recreate the interactivity which
leads to the experience.

14.1.3 Experience is not a reflection of perception

My favorite straw man might now declare, “But textures exist! Surface
spectronomy is a scientific field. We know a lot about textures. The
colloquial model may be flawed, perception may be active, perceptions
might literally be created through this interaction, but at the end, we
must perceive an element of something which is truly and objectively
out there." The idea that our experiences are somehow equivalent to
the objective world is the last implicit assumption often encountered
about perception which I argue to be a fallacy, based on my experiences
with haptic devices. Understanding this

encoding/decoding

process might allow us

to create compression

algorithms for textile

experiences, much like

mp3 and similar

encoding algorithms

compress audio.

On a pragmatic level, there is a disconnect between our experience
(a texture) and what is mediated by perception (a vibration). The vi-
brations that trigger Pacinian cells in the fingertips are somehow trans-
lated into a contextualized experience. This suggests that features of
the texture are somehow encoded in vibration and then decoded into an
experience. While this is indisputable, the malleability and ambiguity
of the experience distances it from the perception even further.
I still clearly remember the first time I saw a Necker cube. I do not

remember my age, but it was before I started school. The Necker cube
looked like an unorganized bunch of lines. I asked my father what they
represented and he told me it was a cube. I remember thinking that
that made no sense – it’s just jumbled lines. And then, all of a sudden
I saw a cube. In my mind I can now change the cube to be viewed from
the top or from the bottom. But I cannot un-see the cube. I am unable
to experience that lump of jumbled lines. The only thing I have left of
them is the memory. Peter-Paul Verbeek

[186] argues that the

Necker cube has yet

another stable state:

that of a six-legged

spider in a hexagonal

web. While I can

intellectually

appreciate the point, I

don’t see the spider.

Figure 62: Necker cube
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This is similar to how most people interviewed in Chapter 10 de-
scribed their experience with the haptic pointer. In the "translation"
condition of the Pulse Trains experiment (Chapter 10), the device vi-
brated at a speed proportional to its displacement relative to an ar-
bitrary point. When people tried this, often they initially expressed
confusion: “Hm, it vibrates when I move it.” Then, typically, a percep-
tive shift occurred: The experience of vibration receded and gave way
to a material metaphor “It feels like I am pushing through some medium”

(see more detailed examples in Chapter 11). Here we have a clear shift
in experience, but the physical material world is unchanged. The act of
perception is also unchanged: one perceives the vibrations by moving
the device. What has changed is the experience of it.

This suggests that our experiences are organized in higher level units,
as they might become relevant to our day to day activities. For example,
when sliding a finger over a surface, the specific coupling between finger
movement and resulting vibrotactile stimulation of the fingertip is usu-
ally not of interest, but understanding the friction of the surface may
be of importance. When one recognizes that the vibrotactile feedback
follows the same regularity as activities one is familiar with, the vibro-
tactile feedback is organized accordingly. While the feedback created
with the haptic pointer (Chapter 10) has nothing close to the fidelity
of a real-world material interaction, people realize its material-ness in
the same sense as one recognizes the cube-ness of the Necker cube.

This shift in experience cannot be attributed to empirically measur-
able features of the world around us. No matter how hard we search,
we will not find this change of experience in the world. However, this
shift in experience is typically desirable, and is required if one’s goal
is to create material experiences. It is the difference between the user
thinking Oh, the controller is vibrating, it is providing me with a signal

that means that I have reached the edge and I can feel the edge using

the controller.
As this shift in perception is not something we directly control, we

must instead nudge the participants into performing this shift. To do
this systematically, and to find empirical methods of achieving it, I
argue that we need theoretical guidance. The rest of this section will
outline initial steps towards such a theory.

14.2 towards an empirical perspective on embodied perception

In this section, I will first outline why current theories and frameworks
around embodied interaction are not satisfactory to me. I will then
examine some ideas which help me think about embodied interaction.
Finally, I outline my own perspective of embodied interaction, as well
as qualitative and quantitative design constraints, open questions, and
predictions which might be empirically addressed. The aim of this sec-
tion is to provide a first step towards a tool which might help us to
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systematically and empirically expand our understanding of how HCI
might leverage the embodied nature of perception.

14.2.1 Problems with Embodied Interaction

It might appear obvious to look at embodied interaction as a theoret-
ical framework for explaining and leveraging the observations made in
Section 14.1. In fact, embodied interaction, as introduced in Paul Dour-
ish’s book Where the Action Is, [46] uses a phenomenological framing
– similar to my own line of reasoning – to highlight the commonalities
and create a common framework for tangible and social computing.
However, in its current state, I find myself lost in the theory and vari-
ous interpretations of embodied interaction, as they do not provide me
with a scientific framework which might help push my work forward.

Generally speaking I encounter two main problems with embodied
interaction: (a) no one really agrees upon what embodied interaction is,
and (b) there is currently no scientific theory of embodied interaction.

(a) No one really agrees upon what embodied interaction is

I don’t mind there

being conflicting

theories and

perspectives, and I

don’t mean to suggest

we need to eventually

arrive at a single

canonical theory.

However, it does make

talking about embodied

interaction difficult. If

we are speaking of the

same concept, we need

to find ways of

resolving conflicting

claims. If we are

speaking of different

concepts, we need to

identify these concepts

and understand how

they relate.

Van Dijk points out that there are considerable differences and conflict-
ing claims in how embodied cognition is relevant to interaction design
[44]. I have encountered the term referring to interactions which require
full body engagement, for interaction with tangible objects, or merely
referring to the banal fact that part of an interactive system is a phys-
ical object. The confusion around the term is mirrored in a literature
review of the term interaction [77] where the word "embodied" is used
both to describe a design approach as well as to describe a property of
a system.
The confusion is amplified even further in informal discussion of the

topic at conference venues. If a paper compares two different user in-
terfaces and makes claims to these having different degrees of embodi-
ment, this paper might be criticized as missing the point, because "All
interaction is embodied", so such comparisons cannot be made. This is
rightfully countered by the comment that "If one considers all interac-
tion to be equally embodied, then one should probably not be using
embodiment as something one values in design in the first place".

(b) There is currently no scientific theory of embodied interaction

There can be substantial debate as to what a scientific theory is. With-
out going into great detail, I will use a commonly accepted definition:
A scientific theory is an explanation of an aspect of the natural world

that can be repeatedly tested and falsified. To the best of my knowledge,
such a theory for embodied interaction does not exist.
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The concept of embodied interaction, as popularized by Dourish’s
(2001) seminal work [46] was used to demonstrate that there is a com-
monality underlying tangible and social interaction. However, Dourish
does not provide specific guidelines or methods on how these insights
might be applied. Since then, there have been a series of works which
attempt to distill why the human body is relevant and how this might
reflect in design. For example, Klemmer et al. [96] present a collection
of themes, ideas, and principles related to embodied interaction. Van
Dijk and Hummels [78] present seven design principles for face-to-face,
embodied sensemaking technologies. They then present seven princi-
ples for designing for embodied being in the world in general and distill
these into a framework [43]. This framework and its principles have
been successfully used as design tools. Van Dijk demonstrates how the
principles he suggests might be used as thinking and reflection tools
in the design process. He notes how these principles helped him ar-
rive at non-intuitive design choices. In sum, the strength of embodied
interaction – as suggested by Dourish and the various principles and
frameworks based on embodied interaction and embodied cognition in
general – lies in opening up the design space and providing designers
with thinking tools (e.g.: [112, 119]).

While Klemmer et al. [96] claim that their principles are intended
to guide generation of ideas as well as the evaluation of those ideas,
it’s not clearly described how that evaluation is supposed to take place.
As the principles presented by Klemmer [96] and others [43, 78] are
generally not falsifiable, and because there are no clear metrics of what
successful embodied design entails – surely traditional metrics such as
user satisfaction or task performance provide information orthogonal to
embodied design – the main tools remaining for evaluating the success
or failure of a design are rhetoric and persuasion.I am fully aware that

persuasion and

rhetoric are an

important part of the

scientific method – in

fact, rhetoric and

argumentation are, by

and large, the bases of

this chapter.

Conducting Science in

a postmodern world, I

urge us not to throw

out the baby with the

bathwater. Recognizing

Science as a social

construct does not

absolve us, as

scientists, of rigor in

our work and

empirical grounding in

our theories.

I approach problem (a) by narrowing the scope of embodied interaction.
Van Dijk provides a useful first step in resolving the confusion around
what embodied interaction is. He identifies three "flavours" of embod-
ied cognition used in HCI [44]: socially situated practice, distributed
representations and computation, and sensory-motor coupling and en-

actment. I suggest that these three are not variations of some shared
underlying principle, but rather that they have a hierarchical relation
to each other. I see "sensory-motor coupling" as the core principle. It
is through such coupling that we gain consciousness of the world. Only
once sensor-motor coupling occurs can we access "distributed represen-
tations". For a "socially situated practice" to emerge, we need not only
understand that there are objects to in the external world, but we also
need to recognize that there are others. I therefore see socially situated
practice on the highest level of the hierarchy I am suggesting. As I
believe sensory-motor coupling to be the most fundamental element of
such a potential grand theory of embodied interaction, I argue that any
scientific approach should focus on it first. Once we have greater under-
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standing of what sensory-motor coupling means for interaction design,
we can extend it to gradually encompass higher level concepts. Regard-
ing the perceived contradiction between, on the one hand, the view that
everything is embodied, and, on the other hand, the perceived loss of
utility of embodiment for design, I argue that there is no contradiction.
All interaction is embodied. However, the extent to which a particular
interactive system explicitly leverages this might vary. I will expand
upon this idea in section 14.3.1.

I approach problem (b) by sticking out my neck and suggesting some
metrics and conditions for successful sensory-motor coupling and some
easily falsifiable claims about the required conditions for sensory-motor
coupling to occur. I am not suggesting that these are all relevant metrics
and conditions, or even the right ones at all. I do not mean to suggest
that they are particularly original or profound. In fact, they are rather
mundane and probably obvious to most who have spent any amount
of time thinking about the topic. But they’re a start. My hope is that
with time, some of these will be built upon, while others are rejected;
that new ones will be added; and that the relationships between them
will be explored on an ongoing basis.

14.3 building blocks of a theory

Here I present a series of ideas and perspectives on perception and
interaction which might be used for explaining the observations made
in my experiments.
I discuss qualities of perception to highlight that perceptive acts have

multiple, qualitatively distinct aspects. This can help position ’embod-
ied’ theories of interaction relative to ’cognitive’ theories of interaction
without invoking mind-body dualism.

I then discuss units of experience. I highlight the emergent nature
of experience and suggest that experiences cannot be reduced to the
discrete elements they are constituted of. Experiences emerge from per-
ceptual activity which we are not consciously aware of.
I believe that this perceptual activity should be considered when

designing for the body. To highlight how this approach differs from
most other approaches in HCI, I discuss temporal bands of human
activity. I point out that there is utility in considering the intersection
of the biological and cognitive temporal bands. I refer to this as the
"perceptive band".

14.3.1 Qualities of Perception

I discuss qualities of

perception to explain

what it is that I am

interested in.

A number of theories distinguish among various aspects of perception
or action. I present a somewhat arbitrary selection of some of these
ideas which resonate with me and highlight a distinction I believe we
need to make when discussing embodied interaction.
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micro- vs macroperception Don Ihde speaks of micro and
macroperception as two distinct, but closely related and intertwined,
dimensions of experience [186]. He suggests that microperception is the
bodily dimension of sensory perception, while macroperception consists
of the frameworks within which these bodily perceptions are made inter-
preted. While these two types of perception can be distinguished from
each other, they cannot be separated. There can be no bodily percep-
tion without it being interpreted, just as there can be no interpretation
without the bodily perception (see Verbeek [186] pp. 122-123).

embodied vs hermeneutic mediation Ihde draws another,
similar distinction when he discusses how information might be medi-
ated by technology: he suggests that there are two types of technological
mediation, embodied and hermeneutic.

Ihde uses the example of a dental probe to describe embodied media-

tion. When a dentist uses a dental probe to detect cavities in a patient’s
teeth, the dental probe extends the sensitivity of touch, so the dentist
feels the cavities by means of the probe.
As an example of hermeneutic mediation, Ihde uses the example of a

thermometer. The thermometer does not enable us to feel the tempera-
ture, but the thermometer represents the temperature to us in symbols
which we interpret.

In embodied mediation, our senses are extended to perceive what
we are interested in. In hermeneutic mediation, the world around us is
modified so that the information is presented to us (see Verbeek [186]
pp. 123 - 126).

proximal vs distal interaction A similar distinction is
made by Rosenbaum [147] when discussing ways in which sensory stim-
uli and their resulting actions are linked. He suggests that actions are
prompted by stimuli in various ways. He distinguishes between proximal
(direct) and distal (indirect) triggers of actions. A proximal interaction

with a water bottle is seeing the bottle and instantly appreciating that
it makes drinking possible. A distal interaction with that bottle might
be inspecting its label and learning, through inference, that the content
can be drunk. Another proximal interaction described by Rosenbaum is
the act of pulling one’s hand away after touching a hot surface; another
distal interaction is that thinking about how Alice’s changing size in
Alice in Wonderland inspired Rosenbaum to write about the short-term
and long-term contributions of vision to manual interaction.

What all of these distinctions have in common is that they attempt to
differentiate between phenomena which are, for lack of a better word,
close to the body from similar phenomena which appear to require a
more cognitive explanation. What they also have in common – some-
thing which is also present in my own argumentation – is a certain
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clumsiness as they attempt to draw these distinctions while concur-
rently trying to avoid evoking a mind-body dualism.
Without resolving this conflict, I believe it is still safe to say that

interactions with the world have different qualities, some leverage our
embodied existence more (proximal, embodied, microperceptions), and
others less (distal, hermeneutic, macroperceptions).

14.3.2 Units of Experience

I discuss units of

experience, as these

ideas may help

describe what occurs

when vibration is

coupled to motion;

also, they might help

us evaluate the

experiences created by

such systems.

Something happens when people interact with haptic systems that are
coupled to motion. I am unable to provide an objective account of this
phenomenon. Instead, I have quoted various first person narrations
(Chapter 11). There are a number of ways in which these accounts
might be explained. In this section I present three of them.

gestalt theory Gestalt psychology is typically traced back to a
1912 paper by Max Wertheimer, and has remained relevant in modern
psychology to this day [190]. It is often invoked in the context of graphi-
cal design, with a focus on emergence, reification, and multi-stability. In
this context, emergence means that we first identify the whole, before
we might focus on its parts. Reification refers to the generative part of
perception: our ability to see and identify objects for which only partial
visual information is provided (see figure 63). Finally, multi-stability
refers to the property of perception that – if presented with an ambigu-
ous stimulus – we tend not to perceive the ambiguity, but instead our
perception switches between the various stable states. A well-known
example of this is the Necker cube, which I already mentioned earlier
(see Figure 62). It should be noted that when gestalt principles are dis-
cussed in modern psychology, they are typically referencing the under-
lying rules and regularities which lead to the phenomena just described
[180].
While most examples of gestalt psychology refer to visual perception,

related phenomena are common in other perceptive domains. A well
known example from auditory perception is that when listening to a
sound, a harmonic series, we can hear the fundemantal frequency even
if it is not present. Bregman has demonstrated that gestalt principles
also apply to auditory perception [22].
Svanæs [175] argues that gestalt principles apply to interactive sys-

tems. Using a simple interactive system consisting of one, two, or three
squares which switch color from black to white or white to black, re-
spectively, when one of them is clicked, Svanæs argues that users do not
perceive the interaction as individual atoms of actions and reactions.
When describing the individual conditions, users use comparisons to
other interactive experiences, rather than bottom-up analysis of the be-
havior of the system. Svanaes claims that this suggests users perceive
the complete interactive behaviors. He concludes that the experience of
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Figure 63: A triangle is perceived in figure A, though no triangle is there. In
figures B and D the eye recognizes disparate shapes as a single
shape, in C a complete three-dimensional shape is seen, though it
is not drawn (By Slehar at English Wikipedia - https://commons.
wikimedia.org/w/index.php?curid=2428262).

interactivity has gestalt properties. The experience is not constructed of
discrete input behaviors and corresponding outputs. Rather, the small-
est unit of experience is a complete behavior, as exemplified by the
toggle behavior of a light switch.

top-down processing Rosenbaum [147] discusses top-down pro-
cessing, which he finds has many parallels to what he calls "embodi-
ment effects." He describes top-down processing as "effects of high-level
knowledge on lower level data." A well known example is that yu cn

probly red ths txt eevn tohugh it is grabeld. The general account of how
top-down cognition works is that "higher level nodes receive excitatory
input from lower level nodes and repay the favor, so to speak, by send-
ing excitatory input back to their lower level ‘friend’ nodes." So, for
example, the node for the word this might be actuated even though the
i is missing. The this node might then send signals back to the t, h, i,
and s nodes. As a result, a second phenomenon occurs. The i in this

can be recognized more easily than if it occured out of context. This
phenomenon exists not only in text recognition, but is found over all
areas of perception.

Recent work in neuroscience demonstrates that bistable perception
of low level stimuli works according to a similar mechanism. Schneider
et al. [153] demonstrated that a stimulus with unambiguous horizontal
or vertical motion registered in two distinct columnar clusters of the
cortex. When participants were presented with an ambiguous stimulus,
the neural activity of the perceived direction of motion matched that
of the corresponding unambiguous stimulus.

https://commons.wikimedia.org/w/index.php?curid=2428262
https://commons.wikimedia.org/w/index.php?curid=2428262
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This supports the idea of top-down processing. When presented with
ambiguous or incomplete information, we match it with patterns which
we are already familiar with.

perception as a closed loop convergence process

If we consider perception as an open loop process, if we believe that
sensory information flows unidirectionally from our senses to our brain,
then there are several phenomena that require explaining. For example, "Closed loop" describes

systems in which every

signal eventually

affects its source;

"open loop" describes

systems in which

signals cannot affect

their sources [1].

perception takes more time than can be easily explained by a unidirec-
tional information stream. Also, perception is typically accompanied
by motion, which – if one assumes perception to be an open loop, uni-
directional process – would require that the brain somehow correct for
movement, as, for example, the speed at which I move my finger over
a material changes the physiological stimulation of my finger, but the
quality of the experienced material is unaltered.
If, on the other hand, we assume that perception is a closed loop

system, the longer duration of perceptive acts is easy to explain and
movement no longer becomes a source of error which needs to be fil-
tered out, but becomes a feature of perception. Ahissar and Assa [1]
argue that a more accurate view of perception is that "the brain trig-
gers the movement of the sense organs, and thereby alters the sensory
information that these organs receive. This information is relayed to
the brain, triggering further movement of the sense organs and causing
the cycle to repeat. Perception is therefore a “closed loop”: information
flows between the environment, sense organs and brain in a continuous
loop with no clear beginning or end."
They argue that these loops, involving motor, sensory, and neuronal

components, are perturbed by new sensory information. As a new fea-
ture is introduced, the closed loop system converges towards a steady
state around the feature. As the steady state is approximated, the ex-
perience arises. Perception is then the process of moving from perturba-
tion to the steady state. Ahissar and Assa [1] mainly use examples from
research into haptic perception, with a special devotion towards the
whisking movements performed by cats or mice. They argue, however,
that their views on perception should hold for other sensory channels
as well.

14.3.3 Temporal Dimensions of Interaction

I discuss Newell’s

bands of activity, as

they help position my

area of interest relative

to other approaches in

HCI.

To better explain how my view on embodied interaction is different
from, and relates to, the more general concept of HCI, it is useful to
look at the temporal structure of interactive systems.
Newell [124] suggests that human activity happens on multiple tem-

poral bands, spanning orders of magnitudes: milliseconds for biological
activity, seconds for cognitive activity, minutes for rational activity, and
weeks for social activity (see table 10).
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MacKenzie [108] uses this model to highlight how multidisciplinary
HCI is. MacKenzie claims that HCI occurs on all bands, from cognitive
to social, and implies that HCI may even be relevant on an even higher
scale, the historical one. In line with early HCI theory – such as the
model human processor by Card et al [28] – MacKenzie [108] completely
ignores what Newell calls the biological band, as if it were naturally out
of scope.It takes ∼100 ms for

sensory driven neural

activity to reach

relevant cortical areas.

After ∼150 ms one is

able to make initial

crude statements about

a stimulus [202]. The

perceptual activity

required for this to

occur, must happen at

faster time-scales.

Months
Weeks Social Band
Days
Hours

10 Minutes Tasks Rational Band
Minutes

10 Seconds Unit Task
1 Second Operations Cognitive Band
100 ms Deliberate Act
10 ms Neural Circuit
1 ms Neuron Biological Band

100 µs Organelle

Table 10: Newell suggests that human behavior occurs over various magni-
tudes of time-scales. He organizes these time scales into 4 bands.

If we are to take embodiment seriously, we cannot ignore this bio-
logical band. Without it, all other bands become meaningless, as this
is the timescale at which our body perceives the world. I suggest that
it might be a useful thinking tool to insert another band between the
cognitive and biological: a perceptive band, the locus of the dance of
stimulus and action through which we perceive the world around us.
In the following sections, I will highlight the relevance of the percep-

tive band to HCI and how it can be leveraged.I do not suggest that

there is no HCI

research that engages

with the perceptive

band. In some

domains, such as

eye-tracking, it is quite

common (e.g.: [189]).

My contribution here

is - at best - making

the distinction between

cognitive and

perceptive explicit.

14.3.4 Connecting the Building Blocks

How can we leverage our embodied nature? How can we create designs
which emphasize the proximal over the distal, the microperception over
the macroperception, the embodied over the hermeneutic? Acknowledg-
ing that perception is not constructed of discrete actions and reactions,
but a closed loop activity in which experiences emerge, how can we
make use of this? How might we extend interaction design not only
towards the historic timescale, but towards the timescale of the neural
network and the biological band?
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A first step towards finding out how these ideas relate might be a
zooming in, taking a more detailed look at what we consider relevant
in designing interactive systems.

In traditional HCI we typically design around concept such as input
and output, or user needs. Taking the example of moving a token on
the reacTable [86], we might describe the interaction like this:

A user wishes to change the pitch of a tone. The user moves the

token to a new location (input) and the tone changes its pitch (output).

These interactions occur in the cognitive band. The psychophysics
literature suggests that concurrently there are a plethora of other inter-
actions occurring. These other interactions are necessary for the user
to successfully move the token from one place to the other; they are the
act of haptic perception. These perceptions allow material experiences
to emerge:

Initially the hand must establish grasp-contact. The fingertips are

typically relaxed. As the fingers and hand touch the token, the fingers

conform around the object. The resulting tactile information provides

an experience of the token’s shape and enables the user to grasp it.

When grasping the object, normal force is applied, relative to the ex-

pected tangential force which will be present when lifting the token [84].

These forces are adjusted relative to the token’s compliance and texture.

Changing the force and observing how the change in force influences

the change in compression of our fingertips provides an experience of

compliance [15]. Micro-movements over the surface of the object create

an experience of texture [12]. Finally, the object is lifted, with the weight

now distorting the fingertips tangentially. This distortion is compared

to the expected tangential force while the grip is continuously readjust-

ing so as to not drop the object or provide excessive force, creating an

experience of weight [84].

There is no value

judgement intended.

In using the term

"embodied" in this

context, I make no

claim over the value of

the research or the

quality of the design.

"Embodied" merely

describes the

perspective taken in

analyzing an

interaction or the

emphasis chosen in a

design.

Here, interactions occur at the bottom end of the cognitive band
and start moving into the biological band. The experience of the shape,
compliance, friction, and weight of the object occur through interac-
tions which we do not consciously attend to. Yet we are continuously
performing them as we complete the task at hand. I believe that in-
teractions at this perceptive band – located between the cognitive and
biological – are where we should be focusing our attention, if we wish
to leverage embodiment.
I argue that even though all interaction is embodied, not all interac-

tive systems are designed to specifically leverage the physical, embodied,
active nature of perception. When I push a button, this is an embodied
interaction. As I push the button, the interaction between the yield of
the button and the compliance of my skin provides me with an em-
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bodied understanding of its force-displacement profile. However, work
that frames pressing a button as an open loop system is disregarding
this embodied dimension of interaction [133]. If, on the other hand, the
button is designed so as to communicate supplemental information in
its press dynamics [132, 179], if the design takes advantage of the closed
loop perceptive processes [1] which occur when pressing a button, then
the design leverages the embodied nature of interaction [106].

14.4 boundaries, questions, and predictions

Here I present conditions which I believe need to be met for a perception-
shift to occur. I then point out that there may be a measurable bound-
ary between the perceptive and the cognitive band, which could be
experimentally established. Finally I provide some questions and state-
ments which might be addressed by a theory of embodied perception.
This section is more vague than I would like it to be. I hope that, as
work towards a theory progresses, simpler and clearer statements can
be made.

14.4.1 Required Conditions

Based on my observation I suggest this set of conditions is required for
the perception-shift to occur.

consistency over time Users need time to learn and under-
stand mappings. Many of the participants in the Pulse Trains experi-
ment (Chapter 10) needed to identify the mapping before their perception-
shift occurred.

congruence between mapping and perceptual chan-

nel Our hearing is accustomed to perceiving frequencies which are
predominantly shaped by the source of vibration, rather than move-
ments of the body. Classifying materials by frequency would be a rea-
sonable mapping for audio perception. However, in our Pulse Trains

experiment, constant vibration was mainly perceived as irritating. It is
reasonable to assume that we are most skilled in interpreting stimuli
when they are presented using mappings we are accustomed to in our
day-to-day lives.

motor familiarity Participants who are familiar to the map-
ping from their day to day interactions were able to perform the perception-
shift fast. While the rotation condition was not obvious to all partic-
ipants, an avid cyclist immediately explained that it reminded her of
the ball-bearing of a bicycle, while a tinkerer suggested that it felt like
rotating a potentiometer or a ratchet. Providing participants who did
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not have such experience with these metaphors did not appear to have
the same effect.

contextualizing the mapping People who did not experi-
ence the perception-shift immediately could often do so if provided
with some mental imagery, such as, "Imagine rotating a combination
lock". However, this only worked if participants could use this mental
imagery to remember an experience they were familiar with.

As designers, we can only provide part of the conditions required for a
material experience to emerge. While we can ensure consistency over
time, and chose an appropriate mapping, the user brings their own
experiences and background, which influence how the stimulus is per-
ceived. Still, there appears to be some malleability, in the sense that
people are able to learn new experiences and integrate them into their
perceptive repertoire. Multiple participants reported a tension between
things feeling new and exciting, unlike anything they had perceived be-
fore, and, at the same time, feeling familiar and natural. A potential
avenue to explore are multi-modal stimuli, where familiarity in one sen-
sory modality helps contextualize a novel stimulus in the other sensory
modality. A theory of embodied perception should be able to provide
a clearer explanation on the roll of motor familiarity, and under what
conditions contextualization is able to overcome missing motor famil-
iarity.

Boundaries

The major quantifiable difference between interaction on the cognitive
and the perceptive bands might be the time scale. The cognitive band
and above are what we typically consider in HCI. It is the level at which
people pragmatically get things done. The perceptive band is where we
can explicitly design the qualities of the experiences people have while
performing a task in the cognitive band.

Newell [124] suggests that the deliberate act is located at the lower
boundary of the cognitive band (100 ms). Newell also suggests that the
biological band starts at 10 ms. As I suggest above, it may be useful to
consider an intermediate band where the cognitive and biological meet,
the perceptive band.

If we wish to design for the perceptive band, we need to understand
the measurement and update rates we need to reach so that the interac-
tion is merged into a single experience. Indicators that we can look at
for guidance include the micro-interactions performed between touch-
ing and lifting an object. These typically happen in under 250 ms [84].
However, this fact provides no indicator of the temporal structure of
the perceptive processes which occur within those 250 ms.
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In practice, systems which attempt to create such interactions report
maximum latencies of 25 ms [166] to 60 ms [90], with sampling rates
ranging from 125 Hz [170] to 2000 Hz [171] and update rates ranging
from 125 Hz [170] to 200 Hz [171]. Due to the just good enough attitude
in HCI prototyping, these values should be considered as an indicator
of the lower boundary of required fidelity. While typically rarely men-
tioned, the role played by jitter (in this case, the variability of latency)
is also relevant [196].
Another area at which we might look for guidance is the design and

evaluation of novel musical instruments. For example, Maki et al [111]
report that musicians can notice latency of 20 ms or higher when play-
ing a theremin. However, when tactile feedback is present, this value
has been reported as low as 10 ms. The effect of latency is however con-
text dependent: musicians are able to perform on mechanical church
organs with several hundred milliseconds of latency.
It appears that the exact boundaries might be fluid, and users might

associate artifacts created by latency or jitter to material properties.
For example, a user in the Pulse-Trains study identified the latency, but
referred to it as inertia. A theory of embodied perception should not
only indicate the boundaries to the perceptive band, but also explain
and predict how approaching or crossing these boundaries effects the
resulting experience.

Open Questions, falsifiable Statements

body illusions If someone moves a stick in a continuous motion
over a regularly spaced grating, they experience a haptic impulse at a
regular interval. If this interval suddenly increases, this would either
mean that the movement speed has become higher, or that the grating
has become finer. All my experiments were set up so that participants
had reason to believe that their body would be unchanged. Any unex-"You’re definitely not

going to grow another

head out of your

elbow." "Well, OK,

proceed, then."

– Nathan Horrowitz

pected interaction was, therefore, attributed to the object.
Assuming participants have reason to believe that their body is fixed,

and, instead, the world might be changing, a change in material experi-
ence might no longer be attributed to changing material properties, but
rather to their own bodies. If this is the case, then we might be able to
create strong proprioceptive illusions using vibrotactile feedback cou-
pled to human motion. This idea also appears reasonable, considering
that our haptic and proprioceptive senses leverage many of the same
types of sensory receptors (See also chapter 3). More research into this
might be incredibly relevant for virtual reality. Rather than discrete
redirected pointing, leveraging visual dominance, one might be able to
do continuous eyes-free redirected movement.
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Understanding this

better will be valuable

for evaluation. I

expand upon this Idea

in the example

application of

Chapter 15

stability of perception shift As described in Chapter 11,
the perception-shifts were not gradual – there was no fading in or out of
the shifted experiences. They either occurred or did not occur, just as
one experiences the Necker cube (Figure 62) in either one state or the
other, but does not experience gradual transitions between the states.
However, there still seem to be degrees in the strength of such emergent
experiences. As I described, I have a clear memory of the Necker cube
pattern before I could recognize it as a cube. I am unable to return to
that previous state. This is different from multi-stability, which one can
change at will. It is again altogether different from grbld wirttng, wcih
can be regnizcoed as long as one does not pay it too much attention
(see also the discussion of Top Down Processing in Section 14.3.2).

Understanding the intensity with which a perception-shift occurs
might provide tools in evaluating the nature of the mediation. Intu-
itively, I suspect that there is not a continuous gradient of perception-
shift strength, but rather a number of qualitatively distinct levels. This
too requires further research.

An indicator that

metaphor alone is not

sufficiant is that users

struggled with the

projection condition,

even once they were

provided with the

corresponding

metaphor. See also

discussion in

Section 13.2.2.

motor memory of metaphor? I have previously argued that
motor memories support establishing the perception-shift. A different
interpretation of the observations made in the Pulse Trains experi-
ment [166] – Chapter 10 – is that the metaphor alone helped cre-
ate the perception-shift. In practice, some participants used abstract
metaphors (e.g.: more/less natural), some tried to explain the experi-
ence by approximating the mechanical context which might create it
(e.g.: a stick pushing against a rubber ball), and some referred to pre-
vious experiences (e.g.: turning the rotary dial on their 3D printer).
Understanding the role of motor memories versus metaphors might
help better understand the type of sensations which might be medi-
ated through a given sensory channel.

see also the discussion

of direct and indirect

mappings in Chapter

13.

multi-modality The projection condition of the Pulse Trains

experiment did not work well, even after we provided the users with a
metaphor. Providing an example to explain the mapping usually did
not help them fully make sense of the perception. In the rate-control
setting of ReFlex, however, which uses a similarly indirect mapping,
participants did experience a perception-shift. A possible explanation
of this is that there was a direct visual mapping, supplementing the
indirect motor mapping.

As I promised falsifiable statements, let me rephrase these open ques-

tions as statements:

• Once a user is accustomed to a vibrotactile signal relative to their
movements, a change in the mapping will be explained either as a
change in the material experience or as a change in how the body
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is being moved. By providing contextual cues indicating that the
environment is fixed, the change will be located in the body.

• Perception shifts occur in different levels or strengths. Just as
other perceptive effects such as multi-stable images are not con-
tinuous, these levels are qualitatively distinct.

• Perception shifts require a stimulus that is designed in such a
way that it either matches or can be related to a previous motor
experience.

• Perception shifts require a stimulus that is the result of a direct
mapping of user action. If such a mapping is not used, it can
be supplemented by a direct mapping using a different sensory
modality.

14.5 limitations and scope

14.5.1 This is not a theory

According to Whetten, [195] the building blocks of theory development
are What, How, and Why. In the present case, What are the variables,
constructs and concepts used. They should be both comprehensive and
parsimonious - including all which is relevant while staying as simple
as possible. The How then addresses the way in which these concepts
relate. The Why grapples with the underlying dynamics that justify
the selection of concepts and relations. Additionally, Whetten suggests
that one address theWho,Where, andWhen. These serve to explain the
limits within which the theory applies. A good theory should provide
a plausible, cogent explanation for why we should expect to observe
certain relationships or patterns.

What I have presented here is an enumeration of concepts (Whats),
some suggestions on how they might related (Hows), and various argu-
ments on Why these concepts and relations are relevant. The concepts
presented here are probably not comprehensive, and certainly not par-
simonious. The relations between them have not been systematically
explored. Because of this, the explanatory value of the ideas I am sug-
gesting is still unclear; this is reflected in my collection of open questions
and falsifiable statements, which still seems somewhat ad hoc.

However, I do not mean to present a complete theory here. I believe
this requires dialogue and reflection, and is simply beyond the scope
of this thesis. I intend the ideas collected here to serve as a starting
point for such dialogue and as an anchor for future discussion and work
towards theoretical contribution to the field of HCI.
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14.5.2 Other sensory channels

The basis of a large portion of my argument is that we cannot perceive
material properties without motion. This aligns nicely with the often-
repeated argument advanced by Merleau-Ponty that all perception is
active. However, this – very literal – perspective of active perception
does not intuitively transfer well to other sensory channels. Surely we
hear or see without requiring motion of the body?
While I only mean to make claims about haptic perception, there is

an argument to be made that motion is similarly important for other
sensory channels, but the connection might be more complex and sub-
tle. For example, the importance of motion in vision goes beyond the
patterns that we trace with our eyes when we observe a scene [207]. A
study by Stevens et al. injected healthy participants with agents which
inhibited eye movements, and subsequently the lead author subjected
himself to full paralysis [161]. Stevens reports that the perceptions with
inhibited eye movements were "striking and often confusing." Partici-
pants had difficulty describing what they saw and often contradicted
themselves. Only after about 15 minutes could they report systemati-
cally on their observations. These included the visual world disappear-
ing or jerking. In the words of a participant, "The world did not move (emphases mine)

. . . it was not as if you had taken the stimulus and moved it across
the screen. When I moved my eyes up, the whole screen was displaced
up . . . [the stimulus] disappeared and then popped up again in another
place." Stevens continues to describe that during the full paralysis con-
dition, "image fading became a real problem". He states that it was only
due to inadvertent movements associated with the artificial respiration
that the images never faded for long periods of time.
These observations are especially interesting in light of a case study

of a woman who could not move her eyes [63]. As a result of a con-
genital condition, she has had not eye movements since birth. Unlike
the participants in the experiment by Stevens [161], she was reported
to have normal vision. However, she had adapted unusual head move-
ment patterns. The patterns matched the eye movements one would
otherwise expect in all but speed.
These observations indicate that the very literal interpretation of

active perception may transfer to other senses to a greater degree than
one might intuitively assume. Additional research on this matter is
required. This section is largely

inspired by Tailor

Carman’s discussion

of how Husserl and

Merleau-Ponty view

the body [29].

14.5.3 If everything is embodied, how can some things be more em-

bodied than other things?

I have somewhat sidestepped the issue of why it is useful to invoke em-
bodiment if everything is embodied. My argument – that instead of the
degree of embodiment, we might speak of the degree to which a system
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leverages our embodiment – still implicitly assumes that there can be a
gradient of embodiment. A potential way of explaining such a gradient
of embodiment is observing how we, subjectively, have sensory access
to our embodiment. While all our actions and perceptions are embod-
ied, some perceptive acts provide us with a higher level of awareness of
our embodiment than others. I will argue this by comparing vision to
touch. Touch has a number of interesting properties:

• We experience ourselves experiencing touch (I felt myself touching

something cold and wet) and locate touch on our body (Something

touched my left hand).

• Our experience of touch leaves traces in the world (It fell apart
when I touched it).

• We experience touch as both transitive (The boy touched the ball)
and intransitive (The boy and the ball touched), as well as both
active (I am touching the ball) and passive (I am being touched

by the ball).

These properties of touch establish how we relate to the world. By
experiencing the perception of touch and locating it on our body, we
understand that it is our body that is experiencing the stimulus. By
spatially locating the perception in our body, we learn that our body
has a dimensionality. Because our experience leaves traces, we learn not
only that we exist, but also that we have agency in the world. Finally,
as we experience touch as something that our body can do, something
that is done to our body, and something incidental to the state of our
body, we learn that there is a plurality of ways that our body can relate
to the world.
In short, touch teaches us that we exist, that we have agency in the

world, and that the world and the body can interact. This is in stark
contrast to, say, vision, which typically:

• Does not reveal its experience (I can look at my eyes in the mirror,

but I do not see the process of seeing).

• Leaves no trace in the environment (Look, but don’t touch!).

• Vision is exclusively transitive and active (The boy looked at the

ball).Of course we might

also say the ball is
being looked at by the

boy, but never the
boys is looked at by

the ball.

If the only sensory access to the world were vision, would we know of
our own embodied existence? The act of seeing provides no introspec-
tion into the process of seeing and therefore provides little information
that it is a body doing the seeing. While we perceive the world, we do
not learn, through vision, that the world can be manipulated. We learn
of only a single mode of engaging with the world.
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While embodiment is a precondition for both touch and vision, these
senses shape our experienced embodiment in different ways. This sug-
gests that, even if we take embodiment seriously, there may be grounds
for speaking of degrees of embodiment. This idea possibly contradicts
the previous comments on other sensory channels (Section 14.5.2), and
requires further exploration.

14.5.4 But what about X?

The perspective I take is narrower than that taken by Dourish [46], van
Dijk, [43, 44], Hummels, [78], Svanæs [175] or Klemmer [96]. I believe
that there is a trade-off between having a theory which is broad enough
to be inclusive to all kinds of work and a theory which is narrow enough
to develop testable and falsifiable statements. Further, a theory must
be strong enough so that successive work can build upon previous work
in depth, rather than simply expanding the breadth of a field. It is my
hope that others also explore their first principles and approach the
topic of embodied interaction empirically from their own perspectives,
or that – eventually – the starting place I am suggesting might be
extended and refined so that it gradually becomes inclusive enough to
accommodate broader research perspectives.

14.6 conclusion

In this chapter, I initially analyze what happens when we perceive a
material property such as hardness, texture, or shape. Starting at first
principles, based on observations made during my research, I argue that
(a) perception is an activity that we engage in; (b) we do not directly
perceive the world, but what we perceive is the result of our interaction
with the world; and (c) experience emerges from this perceptive activity,
and cannot be attributed to features of the world, or to the act of
perception alone.

I argue that this means that there is a bodily physicality to our inter-
actions which deserves specific attention. While I believe that the physi-
cal and the cognitive are inseparable, I argue that interactions can have
qualities which relate to one more than the other. As examples, I refer
to Don Ihde’s distinctions between micro- and macroperception and
between embodied mediation and hermeneutic mediation, and David
Rosenbaum’s distinction between proximal and distal interactions.

While I argue that perception is the interaction our body performs
with the environment, the interaction is not part of the resulting expe-
rience. The resulting experience is always whole, similar to how gestalt
psychologists describe the perception of visual shapes. This might be
explained by top-down processing effects – that low level features of per-
ception triggers high-level experiences. Finally, I discuss the concept of
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closed-loop perception, which provides a detailed low-level account of
the active nature of perceptive acts and how they relate to experience.

I argue that these closed-loop perceptive acts can form the basis
of a theory of embodied interaction. Consequently, when designing or
analyzing interaction through the lens of embodiment, we should attend
to the temporal patterns of such interaction. Using Newell’s bands of
human activity, I suggest that there is utility in adding a perceptive
band between the cognitive and biological, and that we can leverage
this perceptive band of human activity.

While these considerations do not yet make up a theory of interac-
tion, in the light of them I make the following predictions: Because of
the reciprocal nature of touching, I believe that by designing micro-
interactions accordingly, we can not only shape the perception of the
world, but also the self-perception of the body. I also argue that a
thorough investigation will find that there are different levels to which
novel experiences can be triggered (what I call perception-shift). I be-
lieve that these are finite and discrete, similarly to how our experience
of multi-stable stimuli is always restricted to one of the possible states.
I believe that an understanding of different types of perceptive shifts
might form the basis of a useful metric for evaluation. Finally, based
on observation, and consistent with the physicality of the phenomena
I discuss, I believe that for novel experiences to emerge, these must be
directly linked to a motor memory. I believe that abstract metaphorsSee also the discussion

of indirect mappings in

the previous section
will not trigger perception-shifts if the mapping does not match what
one is familiar with. However, I believe that multi-modality might allow
us to become familiar with new mappings.
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PRACTICAL IMPL ICAT IONS

In this section I explain in general terms how one might implement a
system with motion-coupled vibrotactile feedback. This is based on my
experience in building the systems presented in this thesis, and in light
of the theoretical considerations I shared in Chapter 14. I explain how
one might approach such a project, highlighting how the theoretical
considerations help in thinking about the design and how they might
in the future provide tools for evaluating such systems.

15.1 levels of interaction: perceptive to cognitive

On a fundamental level, we need to recognize that we engage in all
interactions in multiple levels and time-frames concurrently. For my
purpose we can simplify this and distinguish between a micro level of
interaction – which occurs in the perceptive band and a macro level,
which occurs in the cognitive band. These two levels, the perceptive There are of course

many more levels of

analysis, and

depending on ones

interest one might go

deeper to a cell based

level for direct nerve

interfaces or higher

and consider social or

historical bands, see

also Section 14.3.3.

and the cognitive, are different aspects of the same thing. I am not
suggesting that instead of designing for the cognitive level we should
now design for the perceptive level. Rather, both are always present -
it is merely a matter of our level of analysis which might highlight one
over the other. The cognitive level is the pragmatic level of getting the

task done. The perceptive level is concurrent and is evoked when I ask
what was it like?

A nice example of this can be found in two concurrent papers by
Oulasvirta et al. [106, 133]. In The Neuromechanics of a Button Press

Oulasvirta et al. [133] model the pressing behavior as an open loop
process. In doing so they place their work firmly in the cognitive band.
However, surely we learn to adapt our typing behavior to different key-
boards. To do so also requires concurrent closed-loop behaviors, other-
wise we would not be able to learn the button’s dynamics. Oulasvirta
et al. are aware of this, in fact the paper One Button to Rule them

All demonstrates how one might might approach this in the design of
a button with dynamic force-displacement curves [106]. In this paper
they engage with the activity of a button press in the perceptive band.

Awareness of this distinction helps us make explicit design choices
for both domains and can be a useful thinking tool. Knowledge of
the temporal constraints can point us towards towards selecting the
correct components for the job. Understanding the preconditions for the
perception switch, and the perception switch itself, supports the design,
and may in the future help in evaluating how the system performs in
the perceptive band.

197
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Figure 64: Tidmarsh

15.2 case study: an imagined addition to the tidmarsh

living observatory

The thesis by Gershon

Dublon – Sensor(y)
Landscapes:

technologies for new
perceptual sensibilities

– shares similar

motivations to my own

work. It is well worth

a read [47]

Over 100 years ago, Tidmarsh – a former marsh in Massachusetts – was
turned into a cranberry farm. Today it gradually is being restored to
its original state as a wetland. Typically funding for such restoration
processes are scarce so there is usually none left over for collecting data
regarding the process or the success of such an operation. The Living
Observatory project of Tidmarsh is an attempt to do things differently.
Researchers of the MIT Media Lab’s Responsive Environments group
have set up sensor-nodes throughout the area to document and share
how the environment is being transformed [114]. The data collected has
also been used for creating virtual worlds [66] and, most relevant to
my own interests, served as the basis for creating sensory augmentation
technologies [47].
I had the pleasure of visiting Tidmarsh in the fall of 2017. I will use

this setting to describe an imagined technology which I would love to
develop. I will explain how the distinction between perceptive band and
cognitive band helps conceptualize and understand the requirements of
such a technology.

15.2.1 Perception of Marsh Gasses

While many of the changes that Tidmarsh undergoes are visible to us,
some remain outside of our perceptive horizon. For example, marshes
produces gasses with unique chemical compositions [176]. I would like
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to build shoes that make me experience the amount and consistency of
marsh-gas in the air, as I walk through Tidmarsh. For simplicity I will
limit the example to methane.

The imagined shoe is controlled by a microcomputer, such as a Rasp-
berryPi1 or a smartphone. This microcomputer is used to find the user’s
location – using either GPS, or triangulation from sensor nodes or both
– and serves as a UI for setting system parameters (the user might want
to adjust the type of feedback, or the signal source). The microcomputer
also connects to the sensor nodes to collect relevant data on the user’s
location.

The imagined shoe also has an augmented insole with at least one
vibrotactile feedback device controlled by a microcontroller capable of
operating at high frequencies and in real time. The microcontroller has
access to sensor-data providing information on the movement of the
shoe and the amount of pressure exerted on the sole of the shoe. The
pressure sensor has a high refresh rate (>1000 Hz) and is sampled with
high resolution (>12bit). The IMU is sampled at similarly high speeds.
To prevent drift and improve the resolution, multiple IMUs might be
used together.
The microcomputer sends high level control-information (amplitude,

start, stop, etc.) to the microcontroller. The microcontroller implements
these instructions and generates the specific haptic feedback patterns
based on the real-time sensor data it has access to. A general overview
of the information flow of such a system is presented in Figure 65.
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Figure 65: Overview of Information Flow of Haptic System. Note that the left-
hand and right-hand components operate on different spatial and
temporal scales. The left hand part operates in what I refer to as
the cognitive band and supports explicit user input. The right hand
side operates in the perceptive band. The interactions with this
part of the system cannot be reduced to discrete input and output
– instead it supports perceptive acts which allow experiences to
emerge.

1 https://www.raspberrypi.org/

https://www.raspberrypi.org/
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15.2.2 Cognitive Band

The cognitive band is where we speak of interactions as consisting
of input and output. In my example, I want to design a technology
which indicates to the user if methane is present and to what extent.
In this context input is walking to a new location and output is pro-
vided through vibrotactile feedback relative to the level of methane. To
do so we need to know where the user is and the gas concentration at
that location. This is done by the microcomputer and need not happen
in real time. The updates could happen several times a second, and
the precise location of the user will have a measurement error in the
magnitude of meters.

Figure 66 shows aspects of the systems behavior. As the user walks
through Tidmarsh the levels of methane vary (progress on the user’s
path is indicated as a straight line, the x-axis on the left graph, Figure
66). Based on a preset mapping the amount of methane determines the
intensity of the haptic feedback (which could be user adjustable, some
potential mappings are shown in Figure 66, right). The microcomputer
sends this intensity level to the microcontroller, which adjusts the hap-
tic feedback accordingly.
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Figure 66: Interaction in the Cognitive Band as the user walks through Tid-
marsh, the levels of methan vary (left). Based on the methan con-
centration the amplitude of the vibrotactile feedback is adjusted
(right).

15.2.3 Perceptive Band

If we would remain in the cognitive band, the technology would perform
its function without issue. However the vibrotactile feedback would re-
main purely symbolic. Focussing on the perceptual band, we can con-
sider how we want the user to perceive the information.
By closely coupling the vibrotactile feedback to the user’s motion,

we can support a perception shift and enable the motion of the user
and the tactile feedback to merge into a perceptive act. We do this by
measuring the movements of the user with high precision. Whenever
the measured movement exceeds the threshold set by the granularity,
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we provide a tactile impulse (see Figure 67). Within the perceptive
band, speaking of discrete input or output pairings is not meaningful,
instead we can speak of input mappings and describe how they relate
to output parameters.

input mappings Section 13.2 provides an overview of some possi-
ble input mappings. For the augmented shoe, I chose isometric pressure
sensing, which will enable the experience of compliance to emerge and
isotonic motion, which will allow a sensation of resistance to emerge.
This means we can change the experienced hardness of the surface the
user is walking on and create the experience of having to move ones
feet through a material medium.

output parameters Section 13.1 provides an overview of some
output parameters we can consider. To generate a vibrotactile signal
at all, we must first decide upon how many haptic pulses are provided,
given a certain amount of motion – I refer to this as the granularity of
the signal (see Figure 67). Once we know when the pulses should be
created, we must also decide what type of pulse – a square pulse feels
very different from a sine. This difference in experience is what I refer
to as timbre.
One might wish to provide information on other gasses such as hydro-

gen sulfide or carbon dioxide. This could be done by giving each gas a
unique granularity and timbre combination. When multiple gasses are
present at the same time the resulting signals might be added, resulting
in complex stimulation parameters.
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Figure 67: Graphical representation of the isotonic element of proposed sys-
tem. As the foot moves, it speeds up and slows down based on
ones cadence. The change in motion relative to the selected granu-
larity level creates the vibrotactile signal: when the change is large
enough to cross a granularity level, a haptic impulse is created.
Together, these discrete impulses merge to the motion-coupled vi-
brotactile feedback through which the material experience is medi-
atied.
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Using the input mappings and output parameters we can design a sys-
tem where the user experiences themselves as moving through the var-
ious gasses as they walk from location to location. The user might
literally feel themselves moving through a complex medium which they
previously did not know was there. The information is now no longer
presented to the user as vibrotactile symbol, but the information is now
encoded in new material properties of the world.

15.2.4 Evaluation

There are a number of ways in which one might evaluate how this
imagined system performs in the cognitive band. For example, we might
design an experiment that teaches us if the user is correctly interpreting
the vibrotactile signal, or if the user remembers this type of information
better than a visual representation. However, such evaluations do not
capture the embodied dimension of perception, as the above questions
are orthogonal to the quality of the mediation. In fact, we are so good at
manipulating symbols in the cognitive band that it is quite reasonable
that a purely symbolic system performs better than one that provides
information using the perceptive band.
When designing for the perceptive band, our goal is in providing the

user with a certain quality to the interaction, not a technology which
has the highest possible practical utility. We therefore need to evaluate
it according to different standards. While more work on this is required,
I would currently suggest a multi-step procedure.Once the

considerations of

Chapter 14 are

organized to a

scientific theory, we

should begin to

understand how the

preconditions and

temporal factors relate

to qualities of the

perception shift.

• Check if the preconditions for the perception shift are met (see
Required Conditions in section 14.4.1)

• Check if sampling rate, latency and jitter are within an acceptable
range (see Boundaries in section 14.4.1).

• Establish the quality of the perception shift (See Stability of Per-

ception Shift in section 14.4.1). This might be done by investigat-
ing the following questions:
Q1 Does the perception shift occur?
Q2 Is the perception shift persistant?
Q3 Is the perception shift reverseable at will?
Q4 Is the perception shift reverseable at all?
Q5 Is the perception shift multistable?

Assuming that perceptual shifts can have different levels of salience,
we might use such an evaluation so assess the extent to which our sys-
tem truly is capable of embodied mediation of information. Currently
this is still speculation, but it is my hope that an empirical theory of
embodied interaction might provide us with such a tool.
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15.3 conclusion

This Chapter described how the results from Chapter 13 and the con-
siderations from Chapter 14 might be applied in a specific technology.

As suggested in Chapter 14, considering the cognitive and perceptual
dimension separately helps us think about the architecture and system
requirements of our system. In the cognitive band, we can design inter-
actions considering explicit user input (such as choosing a amplitude
mapping) and react accordingly. In the perceptive band, such discrete
input and output pairs are no longer relevant. Instead we discuss input
mappings and output parameters. Chapter 13 provides some guidance
in selecting these.

If our goal is to design for the perceptive band, our evaluation should
reflect how well we were able to act upon our design intent. Traditional
metrics are therefore not well suited for the evaluation. The theoretical
considerations of Chapter 14 provide some initial guidance on factors
that might be considered for evaluation.

15.4 acknowledgements
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own work.
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CONCLUS ION

My interest in pursuing this research was to learn more about how to
design haptic feedback, not as a symbol which is interpreted to indicate
some information, but to create a direct experience of the information
of interest.

I approached this from a practical, applied perspective, by designing
Magnetips, a system which can deliver vibrotactile stimuli via the use
of on-body or implanted magnets (Chapters 2 – 4), and ReFlex, a bend-
able smartphone with which I demonstrated how vibrotactile feedback
might be created relative to user motion (Chapters 5, 6).

Simultaneously, I approached the problem from an experience-focused
perspective. In Chapter 7 I present three basic parameters – amplitude,
granularity, and timbre – which can be used to shape vibrotactile feed-
back. I investigate how variations in the levels of the parameters lead
to changes in how the interaction is experienced. The experience of the
interaction is formed not only by the feedback parameters, but also
by the motion used to generate the vibrations. I demonstrate this in
Chapters 10 and 11.

The perception studies teach us about how to design haptic devices,
and the extent to which the methods I suggest can be implemented on
off-the-shelf devices. For example, because of the importance of timbre,
LRAs severely limit the expressivity of haptic devices. On the other
hand, the internal IMUs of most mobile devices can be used to capture
motion for creating compelling material experiences.

The importance of the experiments is not only in teaching us how
to design the next generation of haptic devices, but also teaching us
about experience itself. Taking a meta view, the specific outcomes of
the experiments are less relevant than the fact that we could collect
consistent data in the first place. Participants in the Haptic Textures

experiment (Chapter 7) consistently reported on variations in mate-
rial experience even though the actual material of the slider was never
altered. In the Pulse Trains experiment (Chapter 10), participants pro-
vided descriptions of how motion and vibration merge into material ex-
periences, enabling us to reason about the general mechanics behind the
phenomenon and pointing towards an empirical approach to embodied
interaction (see discussion in Chapter 14). Specifically, I suggest that,
when thinking of interaction as occurring in multiple temporal bands,
we should consciously consider a perceptive band, occupying the time
scale between the cognitive and biological bands. Designing specifically
for micro-scale interactions which occur in the perceptive band allows
us to present information to the user in a more direct, embodied manner.

205
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Understanding this level of design better on a theoretical level might
one day also present us with new tools for evaluating such systems.

I present an imagined device in Chapter 15. This chapter uses the
technical knowledge accumulated during this research process and ex-
plains how the theoretical considerations presented in the final section
of the thesis might help us design systems which provide access to the
experience of interest, rather than mediating proxy symbols.

The work presented in this thesis is multi-disciplinary not only in how I
ask questions and approach problems, but also in my approach towards
evaluation. The thesis includes technical evaluations, user performance
studies, quantitative studies of perception, and qualitative in-depth in-
terview studies. Their order in this thesis is not random. The questions
that I ask start very narrow and gradually become more open. In Mag-

netips, I ask, Does it work? In ReFlex, my main question is, How well

can it be used? In my studies of perception, in Generating Haptic Tex-

tures, I ask, How is it experienced? Finally, in Pulse Trains, I ask, How
do people reflect on their experience?Wendy Ju mentioned

to me that research

can be seen as funnels

which might either act

to open up a space

worth exploring, or to

hone in on a specific

question.

I like to compare this to initially making a tiny hole in a wall, and
then gradually breaking more and more away to have a better view on
the landscape which is revealed behind it. The landscape here is the
relationship between body, motion, and haptic perception. The different
levels of breadth provide different utility. The narrow point of departure
provides direct utility to designing and implementing related devices.
The broad view that results from the very open interview and analysis
process helps us to imagine what might be included in a theoretical
grounding for future work. Going forward, the next steps should include
narrowing the scope again, removing what is not relevant, and testing
and refining what remains.

In discussing my research, I have presented material outside of the
scope of the specific papers that were published. This has been done
in part to show how the included papers connect, but also because
I wish to share the material in the hope that it might be useful to
others. In-vivo devices for HCI have been little explored, and I hope
that the chapter that followsMagnetips demonstrates how even a device
as simple as an implanted magnet is full of potential. The comments on
magnitude estimation in the chapter that reflects on Haptic Textures

are presented in the hope that they might help others when thinking
about methodological issues in their studies of perception. Finally, I
hope that the thoughts on perception in general, and the concepts
I present in Part III, might be the beginning of a conversation that
works towards a stronger theoretical grounding for approaches that use
the body in HCI.
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CHI – Conference on Human Factors in Computing. 5, 102, 173
Confidence Interval – A measure of variability. A 95% confidence

interval is designed in such a way that – assuming we repeated
the experiment an infinite amount of times – 95% of the time
the confidence interval would contain the true mean. Strictly
speaking, taking a frequentist perspective, we cannot make any
claims about the true mean, aside from stating that the interval
is designed such, that we are 95% confident the true mean is
contained within. From a Bayesian perspective, we might say
that all results within the interval are compatible with the
results we found. 23, 104, 106, 109, 111, 112, 115, 119–121, 163,
164

Eccentric Rotating Mass vibration motor (ERM) – A DC motor
with an offset (non-symmetric) mass attached to the shaft. As
the ERM rotates, a centrifugal force is created, that causes a
displacement of the motor. With a high number of revolutions
per minute, the motor is constantly being displaced and moved
by these asymmetric forces. This is perceived as a vibration. 78,
127, 209

Elastic – In the context of isometric and isotonic input, elastic refers to
all input methods which combine both isometric and isotonic
properties. 47, 167, 168, 170

Electric Muscle Stimulation (EMS) – The elicitation of muscle
contraction using electric impulses. 5, 6

Embodied – The way in which we engage with the world. From a ma-
terial monist perspective, our consciousness of the world and
our engagement with the world are physical activities shaped
and performed by our material bodies. I use the term embod-
ied in combination with interaction or perception to highlight
that I am explicitly also referring to all the nitty gritty details
of these physical activities. This is opposed to more common
usage of these terms which are typically based in a cognitivist
interpretation, which does not engage with the physicality of
existence. I also use the term embodied to refer to a level of
understanding the world which does not require symbolic in-
terpretation (see embodied mediation). When I use the term
embodied as quoted from somewhere else, it might refer to a
plethora of things. An overview of some of these perspectives
is provided by van Dijk [184]. 3–6, 178–182, 202

Embodied Mediation – Embodied mediation occurs when a technol-
ogy mediates one’s experience of the world by extending one’s

207
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access to the world. The technology is interjected between the
body and the world in such a way, that one can experience the
world through that technology. A typical example is a probe
which allows us to reach and feel places we otherwise could not.
3, 147, 182, 195, 202, 207

Experience – I think of experience as the physical state of the body
resulting from perception. A less radical view might be that
experience is the mental activity emerging from perception. 1–
4, 82, 83, 85, 97, 102, 106, 109, 116–118, 125–129, 133, 141,
174, 175, 177, 191, 195

Fitts’ Law – A law used in HCI, stating that the time required to
rapidly move to a target area is a function of the ratio between
the distance to the target and the width of the target. 48, 53,
65, 68, 173

Granularity – I use granularity to describe properties of the haptic sig-
nal in the time domain. Specifically, granularity describes how
frequently pulses occur based on user action. In translation-
based mappings I describe granularity using pulses per cen-
timeter. A sub-dimension of granularity which I do not explore
is regularity. Other parameters which might be considered in
the time domain include the envolope of haptic signals (attack,
decay, sustain, release). 75, 76, 79, 81–83, 88, 90, 91, 93–95,
97, 103, 108, 111, 115, 117, 120, 122, 123, 144, 146, 159, 163–165,
200, 201

Hermeneutic Mediation – Hermeneutic mediation occurs when a
technology mediates one’s experience of the world by recon-
figuring the world. The technology is interjected between the
body and the world in such a way, that one is provided with
new information which one might interpret. A typical example
is a thermometer which presents the temperature to us. 3, 147,
182, 195

Human Computer Interaction (HCI) – A term popularized by
Card, Newall, and Moran [28]. In Academia HCI is a discipline
that researches the design and use of computing technology. 3–
6, 97, 156, 165, 173, 174, 179, 180, 185–187, 189, 190, 208

Inertial Measurement Unit (IMU) – A sensing device which typi-
cally consists of an accelerometer, a gyrscope and a magnetome-
ter. Using sensor-fusion, measures from the individual sensor
can be combined to determine the orientation of the device. 14,
16, 19, 40, 159, 199, 205

Isometric – Isometric contractions occur when the joint angle and
muscle length do not change during contraction. Devices that
require isometric contractions (for example, some joysticks or
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the Thinkpad trackpoint) are typically referred to as isometric
input devices. 47, 165–167, 170, 171, 207

Isotonic – Isotonic muscle contractions maintain constant tension in
the muscle as the muscle changes length. Devices that require
isotonic muscle contractions (such as a mouse) can be referred
to as isotonic input devices. 47, 165, 167, 169, 171, 207

Linear Resonate Actuator (LRA) – A vibration motor that pro-
duces an oscillating force across a single axis. Unlike a DC
ERM motor, a linear resonant actuator relies on an AC voltage
to drive a voice coil pressed against a moving mass connected
to a spring. When LRAs are driven with a frequency other
than their resonant frequency, the performance and efficiency
is dramatically reduced. 123, 205

Material Experience – An experience which we associate with physi-
cal material. This includes friction, texture, weight, roughness,
traction, resistance, compliance etc. I use this term as a ‘catch
all’ phrase for the many experiences which can emerge by vary-
ing input mappings and output parameters when coupling vi-
bration to human actions. 1, 2, 4, 63–66, 69, 70, 115, 122, 123,
125, 126, 140–142, 147, 163, 169, 170, 176, 177, 189, 191, 201,
205, 209

NIME – Conference on New Instruments for Musical Expression. 6
Non-Grounded Haptic Feedback – Grounded haptic feedback de-

vices are linked to a fixed point via a kinematic chain. They can
provide counter force. Non-grounded haptic feedback devices,
on the other hand, are free to move. With some notable ex-
ceptions, such as gyroscopic force feedback devices [120], they
do not provide counter force. Pachierotti provides an insightfull
overview (see [135]). The devices I use are either non-grounded,
or do not use the grounding for creating material experiences.
1, 127

Perception – When I speak of perception, I am referring to the ac-
tions the body performs from which experiences emerge. It is
impossible to feel a texture without relative motion between
the body and the texture. Only once the material and the body
touch and when relative motion is presence, is the skin vibrated.
This vibration then leads to activity of mechanoreceptors. Over
time this allows an experience to emerge. When I speak of
perception, I refer to this interplay between muscle activity
and resulting action potentials emerging from mechanorecep-
tor which need to occur for us to experience the texture. 1, 3,
4, 77, 137, 164, 173–178, 195, 196

Perception-shift – Under certain conditions, if one is exposed to vibra-
tion at a speed relative to the action one is performing, these
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are perceived not as vibration, but as a material property of
the object one is interacting with, or of the objects environ-
ment. I refer to this switch from the experience of vibration to
the experience of a material property as perception-shift.. 125,
126, 140–142, 147, 154, 169, 188, 189, 191, 196

Pulse – A rapid, transient change in the amplitude of a signal from a
baseline value to a higher or lower value, followed by a rapid
return to the baseline value. 12, 17, 21, 23, 76, 79, 81, 83, 94,
103, 128–130, 132, 144, 164, 165

Pulse Train – A non-sinusoidal waveform that includes square waves
(duty cycle of 50%) and similarly periodic but asymmetrical
waves (duty cycles other than 50%). It is a term common to
synthesizer programming, and is a typical waveform available
on many synthesizers. 76, 83, 126, 128, 130, 132, 140

Quality – I use the term quality for referring to the features of distinct
qualia; when reflecting on the difference in experience between
blue or red, it is their quality that makes the experiences dis-
tinct. 81, 102, 104, 165, 185

Salience – I use salience to describe how strongly a stimulus is ex-
perienced. Comparing the color of two blue post-it notes, one
forgotten in a corner, and one placed in front of me on my desk,
I might perceive them to have the same qualia, but different
salience. 102, 104, 165

TEI – Conference on Tangible, Embedded and Embodied Interaction.
5, 6

Timbre – I use timbre as the catch-all term to describe the design
parameters of haptic-pulses in the frequency domain. The tim-
bre can be influenced based on how haptic pulses are created:
In Magnetips, we use pulse-bursts consists of a series of pulses,
changing the duration of these pulses changes the frequency of
the pulse-burst. Timbre can also be influenced by filtering the
signal after it is created. In Haptic Textures pulses are passed
through a band-pass filter with a narrow Q factor. Changes
in timbre are created by changing the central frequency of the
filter. 75, 76, 81–83, 85, 86, 88, 90, 91, 93–95, 103, 104, 108,
110, 111, 115, 117, 118, 120, 123, 127, 144, 159, 163–165, 201
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