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Figure 1. The thin and flexible multi-touch sensor can be customized in size and shape to fit various locations on the body: a) multi-touch input on
the forearm for remote communication (inset shows capacitive image); b) multi-touch-enabled bracelet with an art-layer for aesthetic customization; c)
input behind the ear; d) input on the palm with busy hands.

ABSTRACT
Skin-based touch input opens up new opportunities for direct,
subtle, and expressive interaction. However, existing skin-
worn sensors are restricted to single-touch input and limited
by a low resolution. We present the first skin overlay that can
capture high-resolution multi-touch input. Our main contribu-
tions are: 1) Based on an exploration of functional materials,
we present a fabrication approach for printing thin and flexible
multi-touch sensors for on-skin interactions. 2) We present
the first non-rectangular multi-touch sensor overlay for use on
skin and introduce a design tool that generates such sensors in
custom shapes and sizes. 3) To validate the feasibility and ver-
satility of our approach, we present four application examples
and empirical results from two technical evaluations. They
confirm that the sensor achieves a high signal-to-noise ratio on
the body under various grounding conditions and has a high
spatial accuracy even when subjected to strong deformations.
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INTRODUCTION
The human body offers a large and quickly accessible sur-
face for always-available, eyes-free interaction [16]. For these
reasons, sensing touch input on the body has received consid-
erable attention in the HCI community. Various technical ap-
proaches have been presented, including computer vision [17],
magnetic [6, 22], bio-acoustic and electro-magnetic wave prop-
agation [19, 37, 55], and capacitive sensing [24, 32, 52, 54].
However, empirical studies show that our body affords a wider
variety of touch-based interactions [53]. These interactions
require high-resolution multi-touch input, which is beyond the
capabilities of state-of-the-art touch sensors for the body.

The industry standard for high-resolution multi-touch input is
mutual-capacitance sensing [3]. Such sensors are common-
place inside objects and mobile devices. However, deploying
such sensors on the human body poses several challenges:
First, the human body surface is curved and deformable; hence
the sensor must be very slim and flexible to conform to human
skin. Second, the human body has its own electro-capacitive
effects, which have to be properly shielded from the body-
worn sensor to acquire reliable touch input. Lastly, input
locations on the body vary in their size and have various
(non-rectangular) shapes; hence, the sensor should support
personalization and customization.

In this paper, we introduce Multi-Touch Skin, the first high-
resolution multi-touch sensor for on-body interaction. Multi-
Touch Skin is thin and flexible to conform to the user’s skin.
In contrast to prior skin-based touch sensors that used self-
capacitance [54, 24, 32], our sensor leverages on mutual-
capacitance matrix sensing tailored for the body. This enables
scalability and multi-touch input. Furthermore, it can be cus-
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tomized to diverse body geometries and is immune to body
capacitance effects. More specifically, our contributions are:

We present a fabrication approach for realizing Multi-Touch
Skin sensors with printed electronics in a simple lab setting.
Based on a systematic exploration of functional inks and sub-
strate materials, we introduce the first solution to print a high-
resolution multi-touch sensor with a desktop inkjet printer.
We also show how to achieve very thin designs using screen
printing. Based on the principles from electronic circuit de-
sign and previous literature on wearable sensors [1, 14, 35,
48], we present a solution to effectively shield the slim sensor
sandwich from stray capacitive noise caused by the electro-
capacitive effects of the body, which is a key prerequisite for
correct functioning on the body.

Moreover, we contribute a novel approach and design tool to
generate multi-touch sensor designs of custom size and custom
shape. We use these to present the first non-rectangular multi-
touch sensor designs for the body.

To validate the feasibility and versatility of the approach, we
have realized four interactive prototypes and application exam-
ples. These highlight new opportunities for on-body interac-
tion and demonstrate that the sensor can be easily customized
for use on various body locations. Empirical results from two
technical evaluation studies confirm that the sensor achieves a
high signal-to-noise ratio on the body under various ground-
ing conditions and has a high spatial accuracy under different
scales and when subject to strong deformation.

Overall, our results demonstrate that high-resolution multi-
touch sensors can be realized in very slim and deformable
form factors for the body, while offering many customization
options for non-conventional sensor shapes.

RELATED WORK
We build upon prior work in the areas of on-body interaction
and capacitive touch sensing.

On-Body Interaction
Researchers in the HCI community have been exploring the
possibility of appropriating the body as an input surface. Op-
tical approaches have been used to sense input on the body
using infrared proximity sensors [26, 38, 40], depth cameras
[17, 9] or fish-eye cameras [5]. Other approaches leverage
the capability of the human body to propagate sound [19, 37]
or electromagnetic waves [55]. Moreover, Hall-effect sens-
ing [6, 22], electric-field sensing [56] and distinct electrical
signatures across the human body [34] have been used for lo-
calizing on-body gestures. It is also possible to use sonar [29]
or radar [30] for sensing finger movements. These approaches
are typically restricted to capturing only single-touch input.
Another approach is to instrument the body with appropriate
sensors for interaction. Wearable systems have been deployed
at various body locations which enabled always-available in-
teraction [23, 2, 18]. However, these systems typically use
rigid electronics and hence do not adapt to the more complex
geometries of the body. Recent advances in printed electronics
and electronic skin have enabled thin, flexible, and stretchable
skin overlays that can be worn on the body [52]. Slim tattoos

have been used to enable touch and pose sensing along with
providing visual output [32, 24, 54, 50], however, are limited
to single-touch input.

Capacitive Touch Sensing
Research on capacitive touch screens began in 1970’s [4] and
grew rapidly, which led to the development of tablets and large
touch surfaces [28, 46, 10]. Capacitive touch sensing is also
used on a wide variety of physical objects, including metallic
objects, water, and even live plants [47, 45]. A recent stream of
work is investigating flexible capacitive touch surfaces. For in-
stance, their use has been demonstrated when wrapped around
a pen [49], inside textiles [44, 11, 20], and printed on thin
paper [41, 12, 33]. There are five commonly used configu-
rations of capacitive sensing to enable touch interaction. A
detailed comparison is available in [13]. However, capaci-
tive sensors for touch input on skin have so far been limited
to single-capacitance sensing, which prevents the technology
from scaling to multi-touch and higher-resolution. Further-
more, while toolkits such as CapSense for Arduino have made
single-touch sensing accessible to a wide audience, it remains
very difficult to use mutual-capacitance sensing in HCI proto-
types. Multi-Touch Skin is based on the mutual-capacitance
sensing principle. In contrast to other technologies for on-body
touch input, mutual-capacitance sensing enables precise and
high-resolution capturing of multiple touch contacts and does
not suffer from occlusion problems encountered in optical
approaches.

SENSOR FABRICATION
In this section, we present a fabrication approach for realizing
thin and flexible multi-touch sensors for use on the body. We
start by reviewing the basics of mutual-capacitance touch sens-
ing and contribute a systematic exploration of materials and
their combinations that informed our fabrication technique.
We present novel fabrication techniques for rapid iterations and
for high-fidelity prototyping. This includes the first technique
for fabricating a mutual-capacitance multi-touch sensor on a
commodity ink-jet printer. The printed sensor readily works
with off-the-shelf multi-touch controllers, without requiring
fine-tuning of the controller’s parameters.

Mutual Capacitance Touch Sensing on Skin
A mutual-capacitance-based touch sensor [3] consists of two
overlaid layers of conductors: one with transmit electrodes,
and another with receive electrodes. Both layers are electri-
cally insulated from each other by a dielectric material. These
electrodes are typically arranged in a 2D row-column matrix
pattern creating overlapping intersections, which creates a
mutual-capacitance between each transmitter (i.e. row) and
receiver (i.e. column) pairs (Figure 2(b)). The transmit layer
is driven by a weak alternating current (AC) signal, which is
received by the receive electrodes. This received signal can be
used to measure changes to the mutual-capacitance between
the relevant row and column. When a human finger gets close
to one of these intersections, capacitance between the two
electrodes is reduced as the electric field between them is dis-
turbed by the finger, which can be detected as a touch down
event [57, 13]. Using a time-division multiplexing scheme [3,
10], multiple simultaneous touch points can be detected.



# Conductor Dielectric Substrate Technique Functional Fabrication
Speed

Observations

1 Silver Dielectric Paste Tattoo Paper Screen printing Yes Slow Silver and dielectric paste are brittle

2 Carbon Dielectric Paste Tattoo Paper Screen printing Yes Slow Carbon and dielectric paste are brittle

3 PEDOT Resin Binder Tattoo Paper Screen printing No Slow High resistance of PEDOT

4 Silver PVC film Tattoo Paper Screen printing Yes Slow Thin sensor (70−160µm); Silver is brittle

5 Silver+PEDOT PVC film Tattoo Paper Screen printing Yes Slow Thin sensor (70−160µm); PEDOT increases robustness

6 Silver PVC film PET film Inkjet printing Yes Fast Prints within a minute; thicker sensor (∼ 400µm)

7 Gold-Leaf PVC film Tattoo Paper Vinyl Cutting Yes Slow Gold-leaf needs larger electrode size and delicate to handle

Table 1. Results from exploration of material combinations. Recommended combinations are highlighted in bold font.
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Figure 2. (a) Basic electrode design. (b) Layer-by-layer overview of the
Multi-Touch Skin sensor.

Thus far, it has been unclear how to fabricate a mutual-
capacitance based multi-touch touch sensor for use on skin, as
the sensor needs to adapt to the mechanical, geometrical and
electro-capacitive aspects of the body.

Since the Multi-Touch Skin sensor is very thin and worn di-
rectly on human skin, body capacitance effects of the user
will manifest as parasitic noise in the sensor readings. These
are hard to control for, as changing grounding conditions,
skin conductivity, and internal body composition all affect the
capacitive response of the body.

For robust functioning on the body, the sensor layout must
be modified. This can be achieved by adding a shielding
layer as the bottommost layer of the sensor [1, 14, 35, 48]
(see Figure 2(b)). This layer acts as a fixed potential layer.
It is fully covered with a conductor, and connected to the
ground potential of the electrical circuitry. As demonstrated
by empirical evaluation results presented in the evaluation
section, this effectively masks body capacitive effects from
the sensor measurements.

Hence, the main functional elements of the sensor film are
three layers of conductors, patterned with electrodes and in-
sulated by layers of dielectric material. Next, we identify
suitable materials and fabrication techniques to realize them
in a slim and flexible substrate.

Material Choices and Sensor Design
For our systematic exploration, we selected materials and
fabrication techniques that have been successfully used in
previous research on skin-based interfaces [52, 32, 24, 54].

Conductors: The most commonly used printable conductor
is made of silver particles, which offer high conductivity at
the cost of some brittleness. We used silver ink for ink-jet

printing (Mitsubishi NBSIJ-MU01, 0.2Ω/� sheet resistance)
and screen printing (Gwent C2131014D3, 0.1Ω/�). A poly-
meric conductor (PEDOT-based translucent conductor, Gwent
C2100629D1) offers better stretchability and translucency
with a lower conductivity (500−700kΩ/�). Inspired by prior
work, we also used aesthetic gold leaf and conductive carbon
ink (Gwent C2130925D1, 15Ω/�).

Dielectric: Prior work has reported successful use of printable
dielectric paste (Gwent D2070209P6) and of the slimmer and
transparent Resin Binder (Gwent R2070613P2). In addition,
we tested simple PVC films (∼ 7−15µm and ∼ 30−40µm).

Base substrates: Temporary tattoo paper (Tattoo Decal Paper)
is the slimmest material for printing used in prior work. In
addition, we used transparent PET film for conductive ink-jet
printing (Mitsubishi Paper Mill).

Fabrication technique: We investigated functional screen
printing [42], as it is compatible with many printable materials.
We tested conductive inkjet printing [25] with a commodity
Canon IP100 desktop ink-jet printer, as it supports fast print-
ing. Finally, we used vinyl cutting with gold leaf [24]. For
sandwiching the layers and adhering the tattoo onto human
skin, we used the adhesive that is supplied with the temporary
rub-on tattoo paper.

Table 1 summarizes our observations on functional material
combinations. We started by screen printing a full stack of
functional layers on a single substrate, as proposed in prior
work [42, 54]. However, it became apparent that these ap-
proaches either suffer from limited mechanical robustness due
to a brittle dielectric paste that forms cracks on repeated de-
formations (#1,2), or insufficient conductivity of the PEDOT
conductor for the mutual-capacitance controller chip (#3).

We therefore investigated an alternative fabrication approach.
It uses a separate PVC film as the dielectric. The transmitting,
receiving, and shielding electrode layers are each realized
on a separate tattoo paper substrate, and then bonded to the
dielectric film to create a multi-layer sandwich (illustrated
in Figure 2(b)). For visual customization, the sensor can
optionally be covered with a printed art layer. To ensure robust
bonding of layers, we recommend to use 2-3 layers of tattoo
paper adhesive, rather than just one. The electrode dimensions
with exact spacing parameters are shown in Figure 2(a).

With this approach, we could realize functional sensors for
use on skin, using all three basic fabrication techniques (ap-
proaches #4–7 in Table 1). Overall, we recommend using



approach #5 if a slim sensor design has a high priority, while
#6 is the best approach when speed of fabrication is key. We
used these approaches to realize all prototypes presented in
this work.

High-fidelity printing
Screen printing is the preferred technique to realize a high-
fidelity sensor that conforms to the user’s skin, as it achieves
very thin designs. We recommend to print silver overlaid with
PEDOT:PSS (#5) to increase the robustness of the traces com-
pared to silver only (#4). Prior work has shown this bridges
the gaps when tiny cracks form in the silver conductor [54].

With our approach of printing the transmitter, receiver and
shielding electrodes on separate substrates, we were able to
realize multiple variations of Multi-Touch Skin sensors, which
vary in their thickness and robustness. By choosing the dielec-
tric PVC films of different thickness, the sensor can either be
realized in a thinner form factor, which is more conformal to
skin while being more delicate to handle; or it can be slightly
thicker, and hence offer more mechanical robustness for rapid
prototyping.

For our thinnest version, we used the tattoo paper substrate
for the emitter, receiver, and shielding electrode layers. Be-
tween each pair of these layers, we sandwiched a PVC film of
∼ 30µm thickness as a dielectric and insulator. This results in
an overall sensor thickness of ∼ 70− 80µm. An alternative
version uses a thicker PET film of∼ 70µm thickness, resulting
in an overall thickness of ∼ 150− 160µm. The increase in
thickness also eased sandwiching the layers.

Because thin gold leaf (approach #7) is delicate to handle and
to manually apply onto the substrate, fabricating a sensor made
of gold leaf takes longer and electrodes cannot be as small
as with printed silver. This decreases the effective resolution.
Prior work reported a minimum size of∼ 1.4cm for electrodes
made of gold leaves [24], whereas our printed silver electrodes
measure 5mm. We therefore recommend this approach only if
the aesthetics of the material is a key requirement.

Rapid fabrication using ink-jet printing
The Multi-Touch Skin sensor can be fabricated using a com-
modity ink-jet printer and silver ink (#6 in Table 1). This is
by far the fastest technique, allowing to print all layers of the
sensors in less than a minute. The sensor is also very robust,
as the ink-jet-printable base substrate is thick (comparable
to photo paper). However, this results in an overall sensor
thickness of ∼ 400µm.

Scalability
Mutual-capacitance sensing offers the advantage of easy scal-
ability. We fabricated functional Multi-Touch Skin sensors
with varying matrix dimensions (3×3, 4×4, 5×5, 6×3, 6×6,
10×6) that fit commonly used areas on the human body, such
as the wrist and the forearm. Based on the touch-controller
specification, we identified an electrode size of 5mm and a
gap spacing of 1 mm between the receiver and transmitter
electrodes (Figure 2(a)) to yield robust results [36]. A con-
trolled evaluation reported below investigates scaling effects
and demonstrates the high accuracy of multi-touch sensing.

Figure 3. Screenshot of the design tool. (left) The designer specifies the
touch-sensitive area S (green), the outer shape O of the full sensor sheet
(gray) and the desired location of the connector C (black). (right) The
tool generates the multi-touch sensor and provides the corresponding
receiver, transmitter and shielding layers.

CUSTOMIZED FORM FACTORS
A multi-touch sensor for use on skin should be customizable to
various sizes and (non-rectangular) shapes of the human body.
This is not a trivial task for an interaction designer, since the
intricate electrical parameters, such as electrode sizes, spacing,
interconnections and distributions of the electrodes between
layers, would need assistance from electrical engineering ex-
pertise. To the best of our knowledge, prior work has not yet
addressed the question how to generate a multi-touch sensor
layout for a given target shape. In this section, we introduce
an approach for customizing the shape of mutual-capacitance
touch sensors. We then present an interactive design tool that
assists a designer in generating a functional sensor design for
a desired custom shape.

Generating Custom-Shaped Multi-Touch Sensor Designs
Generating a multi-touch sensor design of a given 2D shape
can be divided into two sub-tasks: first, the set of transmitter
and receiver electrodes need to be generated to fit the shape;
next, the interconnections between electrodes and an external
connector should be generated.

Our method takes as input: 1. A polygon S defining the desired
shape of the touch-sensitive area. 2. A polygon O defining the
outer shape of the full sensor sheet (in addition to the touch-
sensitive area, this includes additional space for routings and
connector area). 3. The desired location of the connector
area C in O, where a flexible flat cable will be attached for
interfacing with the micro-controller (Figure 3 left).

The method is based on the fact that a minimum of two adja-
cent electrodes of different type (one transmitter TX and one
receiver RX) are required for mutual-capacitance changes to
be sensed. The algorithmic steps of the electrode generation
process can be summarized as follows:

1. A rectangular bounding box S is generated and filled with a
rectangular sensor matrix E, using the classical row-column
diamond pattern of transmitter and receiver electrodes [27].

2. For each electrode e in E: If e is fully or partially outside
of S, then it is removed.

3. Flag each remaining electrode e in E with a flag f for future
inspection.



4. For each electrode e in E: If e has flag f , then

– For each neighbor electrode e
′

of e:

– If e
′

has opposite type than e (TX vs. RX), then
both e and e

′
are unflagged and move to next e in

step 4.

– If e
′
has same type as e (both RX or both TX), then

move to next e
′
.

5. For each electrode e in E: If e has flag f , it is removed. This
creates the final electrode set Ē (Figure 3 right).

Next, we use the A* algorithm [8] to series-connect the trans-
mitting and receiving electrodes, to form lines and columns,
and to wire them to the connector area. Routing of traces is
restricted to the polygon O, to ensure the maximum sensor
dimensions are not exceeded (Figure 3 right). If there is not
enough space for routing on the polygon O, the method fails
and marks those electrodes that could not be routed to; oth-
erwise it returns the set of electrodes and the routings for the
transmitting and receiving layers of the circuit.

Design Tool
To assist the designer in the sensor design process, we con-
tribute a simple design tool that supports iterative design. It
is implemented as a standalone web application using the
JavaScript svg.js library1 for reading and manipulating SVG
files.

First, the designer uses a vector graphics application of choice
to create an SVG file. It defines the desired contour of the
sensor O, the shape of the functional sensor area S, and the
connector placement C, using color-coded polygons. The tool
reads this input file and implements the method described
above. It outputs an SVG file that contains the print layout for
all the printable layers.

We followed the designer-in-the-loop philosophy for our tool,
in which the user can quickly inspect the outcome of the
algorithm and if needed, slightly modify the shape. If the
algorithm fails, it marks those electrodes in gray that did not
fulfill the pre-conditions or that the A* algorithm could not
route to. The designer can then iteratively modify the sensor
shape (O, S and C) and re-run the algorithm until the result
meets her expectations. The processing time of the algorithm
to generate electrodes and routing varied between 3–8 secs
for electrode numbers between 3×3 – 10×10. Times were
recorded on a portable computer (Intel Core i5).

We have successfully used our tool for generating various sen-
sor designs of non-rectangular shape, including the functional
prototypes of our application examples (see Figure 4). None
of the sensors needed any calibration of the touch controller
even though the lines have different electrical and capacitive
characteristics. This is because mutual capacitance measures
effects at the cross-section of two electrodes, and hence effects
of wire length are less influential for the sizes on the body we
are interested in and are normalized by the controller. Results

1http://svgjs.com/

Figure 4. Functional sensor prototypes of custom rectangular and non-
rectangular shapes.

from our technical evaluation (see Figure 7) support this argu-
ment by showing less than 1mm change in location accuracy
from 1×1 to 6×6 electrodes. This is below the human touch
pointing accuracy reported in the literature (1.6mm [21]).

INTERFACING AND DATA PROCESSING
To enable the reader to replicate a functional sensor system,
we now present the implementation details, including the elec-
trical interfacing and data processing steps.

Electrical Interfacing and Data Capturing
The wearable controlling unit includes a Microchip
MTCH6303 mutual capacitance multi-touch sensing chip with
the MTCH652 transmit booster and a Raspberry Pi Zero.
MTCH6303 is connected to the Raspberry through USB. The
raw mutual capacitance values are read from the controller us-
ing the libUSB library at 100 Hz as an array of 10-bit unsigned
data points representing each electrode cross-point. Data is
then wirelessly transmitted to a desktop computer for further
processing using a WebSocket through Wifi connection. The
dimensions of the wearable controlling unit are 7×4×4 cm
(5(c). Its weight is ∼ 60 grams.

Connections
Connecting flexible electronics with rigid circuitry, such as a
controlling unit, is always a challenge. Previous work typically
used copper tape and jumper wires for individual point-to-
point connections [54]. While this solution works for smaller
matrix sizes (e.g. 3×3), it is difficult to scale to larger ones
because of the large number of individual wires. To realize a
more scalable approach, we used thin and flexible flat cable
(FFC) and connect it to the sensor with 3M conductive z-axis
tape (see Figure 5)(c).

Data Processing Pipeline
We implemented a data processing pipeline to extract touch
points and their properties (size, angle, etc.) from mutual
capacitance data:

Step 1: Interpolation: Despite the relatively small number of
electrodes, the sensor supports accurate spatial interpolation
between cross-points. Microchip MTCH6303 senses capaci-
tance changes for individual cross-point as continuous values
spanning from 0 to 1024. By normalizing the capacitance and
performing bi-linear interpolation, we create a 10x upscaled,
interpolated capacitive image with continuous intensity val-
ues ranging from 0 to 1. For instance, for a sensor with 6×6
electrodes, the image has 60×60 pixels.

Step 2: Masking and Scaling: In order to remove noise, we
mask the low intensity pixels of the image by setting pixels
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Figure 5. Detecting multi-touch input: a) minimum distance between
two fingers which results in two distinct blobs, and the corresponding in-
terpolated capacitive image and the extracted blobs; b) full finger placed
on the sensor; c) the wearable hardware setup includes a Raspberry Pi
Zero, the touch controller board and the Multi-Touch Skin Sensor.

with intensity less than 0.1 (10%) to 0. Then, the masked im-
age’s intensity values are linearly scaled, so that the maximum
intensity is 1. This increases the contrast of the image, and
highlights touch locations.

Step 3: Blob Extraction: The image is then subjected to thresh-
olding to create a binary image. A pilot study showed that
a threshold of (58%) to be the most appropriate. Connected
white pixels in this binary image are grouped together to form
blobs. Depending on the number of touch contacts, one or
multiple blobs are extracted.

Figure 5(a and b) shows the results of the intermediate steps
of the processing pipeline for several instances of touch input
that were captured with a 6×6 sensor on the forearm.

EVALUATION
Three key aspects make Multi-Touch Skin different from con-
ventional mutual-capacitance touch sensors: 1) The sensor is
designed to be in constant contact with the body, 2) the sen-
sor is deformable to fit different geometries on the body, and
3) the sensor needs to be scaled for different body locations.
To formally evaluate the sensor’s functionality with regard to
these key differences, we conducted two controlled technical
evaluations.

Study 1: Guarding Against Body Capacitance
Multi-Touch Skin is very thin and worn directly on the body.
The body capacitance of a person can change rapidly and in
an unpredictable way. Therefore, it must be investigated if
the shielding layer can effectively guard sensor readings from
such changes.
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Figure 6. Signal-to-noise ratio of touch sensing on the body with and
without the shielding layer.

Methodology
We collected mutual-capacitance data for 10 voluntary partic-
ipants (avg. age : 26.9, SD = 2.1), with two sensor samples:
one with the shielding layer (S1) and one without (S2). All
other electrical and physical properties of S1 and S2 are kept
the same. The sensors were consecutively placed at the exact
same location on the non-dominant forearm of the participant.
To test representative real-world situations, we collected touch
data from each sensor in six different activity conditions that
modified the grounding conditions, external electro-magnetic
fields, and involved various types of physical movement: C1:
sitting with forearm resting on table, and legs resting on floor;
C2: same as C1 but lifting legs from the floor by ∼20 cm
for 10 seconds; C3: same as C1 but with a wooden plank of
10 cm thickness between the feet and the floor: C4: same as
C1 with touching the outside of an insulated active AC wire
with the non-dominant hand; C5: standing on floor and walk-
ing at a fix location; C6: same as C1 with freely moving the
non-dominant arm to the front and side of the torso. The order
of all conditions and the sensors was counterbalanced.

For a given sensor and activity condition, the task consisted
of repeatedly touching (5 trials) the sensor with the dominant
hand’s index finger for a 1s interval and releasing it for 1s, as
accurately as possible. Audio guidance for touch events was
given by our study software. The participants were free to
touch at any location on the sensor. The mutual capacitance
values were recorded for all touch and no-touch conditions,
and the signal-to-noise ratio (SNR) for touch events were
calculated following the method presented in [7].

Results
Figure 6 shows the signal-to-noise ratio of the sensors with
and without ground layer for the various activity conditions.
In all conditions, the sensor with the shielding layer achieved a
high signal-to-noise ratio (SNR), with average values ranging
between 52.6 and 31.6. While the results show a decrease in
SNR in case of body movement (C5 and C6) and external EM
noise (C4), all values are considerably higher than 15, which is
the minimum requirement for having robust touch sensing [7].
In contrast, the sensor without shielding layer had insuffi-
cient SNRs, ranging between 2.4 and 5. A two-way ANOVA
confirmed a significant main effect of shielding (p < 0.001,
F = 639.1). Overall, these results show that the shielding
layer effectively shields the influence of body capacitance and
ensures accurate functioning on the body.



Study 2: Flexibility and Scalability
Multi-Touch Skin will be deployed on different curvature
conditions on the body and will need different scales to fit
body locations. We set out to investigate how these conditions
affect the spatial accuracy of touch input.

Methodology
We conducted a technical evaluation with three curvature con-
ditions and three sensor sizes (3×3 factorial design) to evalu-
ate the flexibility and scalability of the sensor. The curvature
conditions are informed by the curvature of body locations
that are commonly used for skin interfaces: fully flat state
(C1); curved with a diameter of 45mm to reflect the typical
curvature of a human wrist (C2); and curved with a diameter
of 15mm to reflect the typical curvature of a human finger.
The scalability conditions were chosen to reflect placement of
the sensor on the finger tip (2×2 electrodes with 15×15 mm
size), on the wrist (4×4 electrodes, 30×30 mm), and on the
forearm (6×6 electrodes, 45×45 mm). The flat condition (C1)
was chosen as the ground condition to comparatively assess
potential detrimental effects of curvature.

Testing the sensor with the human body would have created
multiple sources of strong bias that would have been impos-
sible to control: First, prior work has shown that the human
error of touch targeting is 1.6mm [21]. As this the expected
accuracy of our sensor is higher, we would have studied human
accuracy rather than the sensor’s accuracy. Second, affixing
the sensor on a natural body location would have made it im-
possible to control the curvature and angle of contact, because
of continuous variations of curvature and underlying tissue at
a given body location as well as involuntary body movements.

To ensure a controlled experiment setup and to be able to test
the sensor’s accuracy at a mm-scale, we therefore opted for
a technical study. The sensor was affixed to a 3D printed
flat (C1) or cylindrical object (C2 and C3), while touch input
was performed with a conductive stylus (diameter 6mm). We
verified the capacitive signal generated by the stylus is similar
in intensity to a typical touch contact of a human finger. To
ensure precise and reproducible measurements, we laser cut
stencils made of transparent acrylic (thickness 3mm) with
holes on the target locations. Touch input was performed
inside the holes with the stylus. The sensor was marked with
visual markers for precisely aligning the stencil.

For each curvature condition, we measured the spatial accu-
racy on the sensor which reflect scale conditions 2×2, 4×4
and 6×6. We opted for locations which are farthest from the
signal driving lines, because this is the location on the sensor
that has the lowest spatial accuracy. For each scale× curvature
condition, we tested three locations that were placed with 2mm
distance. The locations are shown in Figure 7(b). At each of
these locations, we captured three trials of two-second-long
touch contact. Overall, this resulted in 3 (curvature conditions)
× 3 (scale conditions) × 3 (locations) × 3 (trials) × 2 (sec-
onds) × 100 (fps) = 16,200 data points for our analysis. For
each sample, we calculated the distance between the actual
location and the interpolated location that was calculated from
capacitive sensor data.
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Figure 7. (a) Spatial accuracy of touch contact for different sensor sizes
and curvatures. (b) The green dots show the locations on the sensor
matrix which were used for evaluating the spatial accuracy.

Results
The results are depicted in Figure 7. An ANOVA identified a
significant main effect of curvature (p < 0.001, F = 15.53
) and of sensor size (p < 0.001, F = 48.39 ). Not sur-
prisingly, accuracy is highest in the flat state (avg=0.91mm,
SD=0.41) and lowest in the most deformed state (avg=1.35mm,
SD=0.45). Likewise, accuracy decreases with increasing sen-
sor sizes, averaging between 0.72mm (SD=0.28) for the 2×2
sensor and 1.49mm (SD=0.29) for the 6×6 sensor. The lowest
accuracy we measured was 1.83mm, for the largest sensor in
the most deformed state. This demonstrates that the sensors
support high-resolution input in all curvature and scaling con-
ditions. As shown in the Figure 7, the smallest sensor has a
sub-millimeter accuracy in all deformation states. This implies
it can be used for highly precise micro-gestures, e.g., when
placed on the fingertip or on the finger’s side.

To test whether these findings generalize to multi-touch input,
we performed an additional small experiment. We compared
the change in the reported locations of a touch contact when
no other finger was touching the sensor and when another
finger was touching the sensor on the same transmitter line
or on the same receiver line. We did not see any significant
change. This was expected, considering the sensor is using
time-division multiplexing and sequentially measuring the
mutual capacitance at each cross-section. Contrary to self-
capacitance sensing, the effect of a second finger on mutual-
capacitance is much lower and thus can be easily discarded in
the filtering phase of processing. Minimum spacing between
touch points is hard to formally evaluate (effects of angle,
pressure etc.), but we can anecdotally report that the sensor
detects two distinct blobs at a distance of ∼ 7mm between
their centers (shown in Figure 5(a)).

APPLICATION EXAMPLES
To validate the fabrication approach for customized multi-
touch sensor skins and to illustrate practical application sce-
narios, we have implemented four interactive application ex-
amples. These demonstrate the flexibility of the fabrication
approach to realize various sensor sizes and shapes that are
tailored for use on multiple body locations.

Multi-Touch Input on the Forearm
We realized a Multi-Touch Skin sensor with a 6×6 matrix of
45×45mm size that can be worn on the forearm (Figure 1(a)).
It is used for expressive gestural input for remote communica-
tion. Prior work has identified expressive ways of skin input



for remote communication [53]. The rich mutual-capacitance
data of our sensor matrix now allows for the first time to detect
such expressive gestures in a functional system. In addition to
high-resolution single and multi-contact input, we can make
use of the different blob signatures depending on the way
the user touches the sensor. In our application, gestures are
mapped to meaningful messages at the remote end. For in-
stance, a grab gesture can be performed by covering the entire
sensor with the hand to send a virtual hug to a loved one.

Multi-Touch EarStrap
Inspired from previous research on ear-based interfaces [31,
52], we fabricated a Multi-Touch Skin sensor in a non-
rectangular form factor that fits behind the ear. The sensor
features a 5×7 grid and has a tapered shape to match the body
location (Figure 1(c)). Extending beyond prior work, it can
detect continuous input along two dimensions and different
types of touch contact: The user can swipe up or down to
continuously set the volume. Swiping left and right switches
between tracks. Placing the entire finger flat on the sensor can
pause the music track.

One-Handed Input while Holding an Object
The bottom area of hand’s inner side is a promising, yet under-
explored area for body-based interaction. It is accessible for
multiple fingers, even while holding a thin object, such as a
bag’s handle or a pen. We realized a non-rectangular Multi-
Touch Skin sensor for this body location, designed such that
it does not occlude the palm’s area. It features a 10×6 matrix
with 101×65mm in size (Figure 1(d)). In our application, the
user can easily accept or reject calls when the hand is occupied,
by tapping with one or two fingers on the sensor. This extends
the set of interactions for palm-based input [9, 51, 15].

Multi-Touch Bracelet
Previous research realizes touch buttons and single-touch slid-
ers on a watch strap [43]. We improve by realizing a Multi-
Touch Skin sensor for the wrist. The sensor features a 8×3
matrix and is 77×25mm in size (Fig. 1(b)). In our application,
the user to controls a smart lamp (Philips Hue), interfaced via
wifi. The user can place two fingers around the wrist and ro-
tate to change the color of a light bulb. Swiping alongside the
bracelet with two fingers controls the brightness of the lamp.
Using two contacts instead of only one reduces the likelihood
of false activation.

LIMITATIONS AND FUTURE WORK
Extreme deformations: The evaluation results showed that
the sensor accurately captures touch input despite strong cur-
vature, as it occurs for example on the finger. If worn on a
joint, such as the wrist, local maxima of curvature can extend
beyond this. It remains to be formally investigated to what
extent the sensor can withstand such strong and repeated de-
formations, and if the functionality is affected. Anecdotally
we can report that we tested the sensor when placed on the
wrist. Despite strong bending, which created a fold on the
sensor, it correctly detected touch input at all areas, except on
the fold itself. The fold showed a unique capacitive signature,
which lets us believe that future generations of sensors might
be able detect their deformation.

Scalability: We have formally evaluated sensor scalability up
to a size of 6×6. This reflects a typical size on many body
locations. We have also realized a functional 10×6 sensor
prototype. This is hinting at a higher scalability, but needs to
be formally evaluated. Technically, the controller we used can
support up to 27×18 electrodes. An important limitation of all
today’s skin electronics is the connection between the flexible
sensor and the rigid controller. This provides a practical barrier
to upscaling to significantly larger sizes. With the FFC-based
connector, we have presented a novel solution that makes it
easier for the HCI community to connect larger sensors.

Design tool: The design tool is limited in that it only consid-
ers full electrodes. Future versions could also consider placing
partial electrodes or having non-uniform electrode sizes to
more closely match the desired sensor’s shape. Moreover, they
could optimize the shape of the sensor and the controller place-
ment to realize a high-quality result without design iterations.
Moreover, future implementations could realize the tool as a
plug-in for a vector graphics application, or even include body
scanning [39], to ease design and iterative refinement.

Extended Usage: Our preliminary observations show that
Multi-Touch Skin is robust and is functional over multiple
days. This is supported by the fact that for study 1, we used
the same sensor sample for all users; furthermore, in an infor-
mal study, three users wore the sensor on the forearm for half
a work day (4-6 h) in an office setting. At the end of the ex-
periment, we also gathered feedback on the ergonomics of the
sensor. The user feedback was positive in general, highlighting
the minimal invasiveness of Multi-Touch Skin. For instance,
one of the participants stated: "The sensor is really thin, fits on
to the skin and I cannot feel it doing my everyday tasks (P1)".
These anecdotal findings show the potential of Multi-Touch
Skin for using it on a daily basis. However, a more extensive
"in-the-wild" investigation is required to properly understand
the usability and functionality of the sensor under extended
physical activities.

CONCLUSION
We have presented the first method that allows interaction de-
signers to design and fabricate functional and high-resolution
multi-touch sensor skins for the body. This includes a design
tool that assists the designer in generating sensors of custom
and non-rectangular shape, and the first technique for printing
a mutual-capacitance sensor on a commodity inkjet printer. A
set of functional sensors and practical application examples,
as well as results from two technical studies demonstrate the
sensor’s functionality on the human body, in various scales,
and when undergoing significant deformation. Promising av-
enues for future work comprise advanced design tools for the
body and simultaneous sensing of multiple modalities.
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