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Figure 1: We propose proprioceptive motion feedback to align user’s physical movements with the expected motion style
of their avatar to enhance embodiment in virtual reality (VR).MotionStyler is a proof-of-concept system for designing and
rendering such proprioceptive motion styles in real-time in VR with an arm-based exoskeleton. Based on a conceptual space
comprising eight motion properties grouped into four key dimensions, an accompanying design tool helps designers to combine
individual properties into expressive proprioceptive motion styles; e.g., they might mimic the motion style of a rigid treefolk
by combining the sensation of heavy, creaky limbs with a reduced motion speed and range.

ABSTRACT
In virtual reality (VR), users slip into a variety of roles, represented

by a rich diversity of avatars that each exhibit specific visual at-

tributes andmotion styles.While users can see their avatar’s motion

in VR, they usually cannot feel it. To enhance avatar embodiment,

we propose active proprioceptive feedback that aligns users’ physi-

cal movements with the expected motion style of their avatar, for

instance, by mimicking the avatar’s weight, typical motion speed or

motion range. We introduce a conceptual space of relevant motion

properties which enable designers to create expressive propriocep-

tive motion styles for avatars. We instantiate this concept with

MotionStyler : a system for designing customized motion styles and

rendering them in real-time with an arm-based exoskeleton that is

synchronized with the VR avatar. Results from a survey confirmed
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the expressiveness of the proposed conceptual space. A user study

demonstrated the system’s capability to create diverse propriocep-

tive motion styles which enhance user’s self-identification with

their avatar and thereby positively contribute to avatar embodiment

in VR.
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1 INTRODUCTION
Research on avatars in VR (e.g., [13, 30, 42, 64, 69]) has gained

increasing interest in the HCI community as they allow users to

slip into a variety of roles. A key challenge lies in fostering a sense

of embodiment (SoE) – the impression of being the virtual avatar

– as this positively affects user experience [22], performance [38],

and perceived realism [23]. One promising means to fostering this

SoE is to establish a sensory relationship between the user and

the avatar, ensuring that perceived and expected sensory feedback

align [45]. So far, prior work especially demonstrated the positive

effects of aligning visual and tactile sensory feedback [14, 41, 43].

In contrast, only few works considered how to establish a pro-

prioceptive relation between user and avatar. This seems critical as

prior work noted that matching visual, tactile, and proprioceptive

stimulation can positively contribute to the user’s sense of owning

and controlling the avatar’s body [32]. Hence, we argue that it is also

important for the user to not only see, but also to feel their avatar’s
motion in VR. For example, when embodying a heavy giant, users

should feel a greater sense of gravity in their limbs, whereas when

embodying an elf, associated with elegant and fluid movements,

users should feel a sense of weightlessness. However, establishing

such a proprioceptive relationship remains challenging to realize.

First, humanoid VR avatars can exhibit diverse motion styles, and

we lack a systematic understanding of the motion properties re-

quired to effectively shape the proprioceptive experience. Second,

existing approaches often focus on isolated properties (e.g., [35, 43]),

do not target the feedback to the individual body part but rather

use hand-held proxies [35], or rely on illusions that may be prone

to breaking [8, 36, 42]. Here, the challenge lies in developing a

system that can effectively combine several motion properties into

expressive and diverse proprioceptive motion styles.

In this paper, we propose active proprioceptive feedback that

aligns users’ physical movements with the expected motion style

of their avatar in order to enhance avatar embodiment in VR (see

Figure 1). First, we introduce a conceptual space of distinct motion

properties that shape the user’s proprioceptive experience when

embodying their avatar. These properties can then be systemati-

cally combined into expressive and diverse avatar motion styles.

We instantiate this concept with MotionStyler, a proof-of-concept
system that enables designers to create and experience propriocep-

tive motion styles for humanoid avatars. MotionStyler consists of
a tool for composing customized motion styles, an arm-based ex-

oskeleton that renders the corresponding proprioceptive feedback

in real-time, and a VR environment for experiencing the designed

motion styles in an immersive setting.

We first identified a set of relevant motion properties through

a two-fold approach which combines systematic and empirical

methods, and clustered these properties into four key dimensions:

(1) motion dynamics describe the weight of the avatar’s body and

the avatar’s characteristic motion speed and acceleration patterns,

(2) innate patterns specify avatar-specific behaviors, ranging from

intermittent motions, such as stuttering, to fully narrated motions,

such as pre-definedmotions in VR cutscenes, (3) physiology captures
the avatar’s limitations in its range of motion, and (4) the targeting
style describes the precision and trajectory with which the avatar

typically approaches a target.

MotionStyler’s design tool enables designers to combine these

motion properties into complex proprioceptive motion styles. To

support both novices and experts, the design tool offers presets for

rapid explorations as well as fine-grained control over the individual

motion properties. The connected arm-based exoskeleton renders

the designed motion style in real-time.

We validated the proposed concept with two user studies. First,

we conducted an online survey (N=19) in which participants char-

acterized the motion styles of 12 distinct avatars based on the four

dimensions of our conceptual space. The results demonstrate that

the conceptual space is able to capture the distinct motion styles

of diverse humanoid avatars and helps to identify salient motion

properties. Second, we conducted a lab study (N=12) to evaluate

MotionStyler and the effects of aligning user’s physical movement

with the expected motion style of their avatar. The results confirm

that MotionStyler supports a creative exploration and customiza-

tion of motion styles. Furthermore, we found that proprioceptive

motion styles can enhance self-identification with the avatar and

that participants tend to adapt their motion to the avatar’s motion

style if the proprioceptive feedback aligned with their expectations.

Notably, while proprioceptive feedback slightly reduced perceived

agency, participants found this acceptable or even desirable when

it matched with the expected motion capabilities of the avatar.

In summary, this paper contributes:

(1) A conceptual space of essential motion properties that can

be combined into expressive motion styles for avatars in VR,

serving to establish a proprioceptive relationship between a

user’s physical movements and the expected motion style of

their avatar.

(2) MotionStyler, a proof-of-concept system for creating, render-

ing, and experiencing avatar motion styles in real-time in

VR with an arm-based exoskeleton.

(3) Findings from a surveywhich validates the descriptive power

of the conceptual space and a study which demonstrates the

utility of MotionStyler and the potential of proprioceptive

motion styles to enhance avatar embodiment in VR.

2 RELATEDWORK
This work is informed by prior work on avatar embodiment in VR,

movement analysis, and proprioceptive feedback devices in HCI.

2.1 Avatar Embodiment in VR
The sense of embodiment emerges from three key components:

a user’s self-attribution to a virtual avatar (termed body owner-

ship or bodily self-identification [32]), the sense of having control

over the virtual body (agency) and the sense of being located in-

side the virtual body (self-location) [23]. Enhancing the SoE can

positively affect user experience [22], performance [38], perceived

realism [23] and even elicit behavioral and perceptual changes [72].

These benefits make avatar embodiment relevant for various VR

applications such as for therapy [67, 71], gaming and social appli-

cations (e.g., VRChat
1
, Metaverse

2
). Prior work argued about the

importance to align user expectations with the perceived sensory

1
VRChat: https://hello.vrchat.com, last accessed 7/14/2025

2
Metaverse: https://about.meta.com/en/metaverse/, last accessed 7/14/2025

https://hello.vrchat.com
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feedback [45] as matching visual, tactile, and proprioceptive stimu-

lation can positively influence agency and bodily self-identification

with a body [32]. The Rubber Hand Illusion is one prominent ex-

ample that demonstrates how multisensory feedback can enhance

the bodily self-identification with foreign body parts [7]. Similarly,

related work has shown that the subjective experience of embody-

ing a robot in VR can be enhanced through a combination of visual,

tactile and auditory feedback, where the latter two modalities serve

to mimic the creaking experience of a moving robotic joint [43].

However, only few works have considered the importance of propri-

oceptive feedback so far: For example, inspired by [43], PneumAct

applies proprioceptive perturbations to make the user’s arm move-

ments less fluid, creating robotic-like motion sensations [26]; oth-

ers used an exoskeleton providing resistance to the user’s arms to

mimic air resistance or a back-wearable device providing on-body

weight-shifts to embody wings [9, 54] or alter the weight percep-

tion of avatars in VR with the help of a wearable force feedback

device [27], a handheld device which gains or loses weight [35] or

through illusions [36]. Of note, existing work has primarily targeted

isolated properties such as weight perception, whereas body percep-

tion usually involves complex interactions of multiple properties,

which in turn constitute a unique proprioceptive motion style. Our

work aims to address this gap by exploring essential motion prop-

erties and how these properties can be combined into expressive

proprioceptive motion feedback that represents an avatar’s unique

way of moving, thereby enhancing avatar embodiment in VR.

2.2 Understanding Motion Styles
To realize proprioceptive motion styles, it is essential to understand

what defines a motion style. One widely used theoretical frame-

work for analyzing and describing motion is the Laban Movement

Analysis (LMA) [18]. It characterizes human motion through four

effort factors described as polar qualities:

• Time refers to the timing of the movement which can either be

sustained or sudden. Sustained movement is ongoing and does

not exhibit drastic changes in velocity, while amore suddenmove-

ment is characterized by quick changes in the body movement,

such as flinching when frightened.

• Weight describes how gravity impacts the body, but also the

energy or powerfulness of a motion. It ranges from light to strong

movements, such as grabbing a cup forcefully or delicately.

• Space describes the focus of our body and our spatial orienta-

tion. It can either be direct, associated with straight movements,

or indirect, meaning that we are more flexible with the use of

orientation and space.

• Flow describes the progression or transitions of movements,

which can be either bound or free.

These efforts have been applied across disciplines, including per-

formative arts [47, 53], animation [6], and robotics [1, 46, 52]. For

instance, prior work leveraged LMA to replicate ballet character

movements in a NAO robot [2], explore stylistic variations in robotic

motion [46], and express emotions through movement [50]. De-

spite its expressive power, LMA remains qualitative and there exist

diverse approaches to translate the efforts into computational prop-

erties [40]. Furthermore, the LMA may not yet adequately capture

all the properties needed to design and render the variety of VR

avatar motion styles with a proprioceptive feedback device. There-

fore, this work builds on and extends the LMA to identify essential

properties that allow us to systematically express and design pro-

prioceptive motion styles suitable for avatars in VR.

2.3 Proprioceptive Feedback Devices
In previous work, a variety of devices have been developed to pro-

vide proprioceptive feedback. These include, for instance, grounded

devices [11], handheld proxies [29, 31, 35] and wearables [25, 48, 56].

Our work focuses on wearable devices that provide proprioceptive

feedback directly to the body. Two common methods are electrical

muscle stimulation (EMS) and exoskeletons: EMS triggers mus-

cle contractions via electrical impulses. In the HCI community,

EMS is a frequently used method to adjust or even enforce move-

ments [28, 60, 65] and provide various proprioceptive feedback

in VR [37, 49, 61]. However, while toolkits facilitate the usage of

EMS [59], its time-consuming calibration and limited precision of

actuation [39] make EMS less suitable for this work, which aims

to render diverse and customizable motion styles. In contrast, ex-

oskeletons offer a more versatile approach by physically augment-

ing motions through applied forces. Prior work demonstrates their

versatile potential for HCI, such as for motion learning [51, 58],

gaming and VR [25, 54, 66]. Exoskeletons can augment user motions

in various ways; for instance, they can provide tactile or propri-

oceptive notifications, modify a user’s motion speed, or ease the

user’s motion effort [54]. The diverse and accurately controllable

ways in which an exoskeleton can modify a user motion make this

technology a particularly promising solution for our work.

3 MOTION STYLE PROPERTIES
The aim of this work is to enhance avatar embodiment in VR by

aligning the user’s physical movements with the expected motion

style of their avatar. To achieve this, we propose to use proprio-

ceptive feedback that allows the user to feel the motion style of

their virtual avatar while controlling its movements (see Figure 1).

Since a motion style is usually the result of an interplay between

several individual motion properties, we first set out to identify a

set of salient and distinct motion properties that are relevant when

embodying humanoid avatars in VR. The resulting motion prop-

erties can then be combined and therefore serve as a conceptual

foundation for designing proprioceptive motion styles for avatars.

3.1 Approach
To identify a set of salient properties, we employed a two-fold

approach that combines systematic and empirical methods (cf., Ta-

ble 1): First, we systematically derived an initial set of properties

from the efforts of the Laban Movement Analysis model (LMA),

a widely used framework for motion style analysis (cf., subsec-

tion 2.2). As the LMA primarily describes movement qualitatively,

we translated the weight, time, and space efforts into five concrete

properties (weight, speed, acceleration, precision, trajectory) that can
be operationalized in a proprioceptive device. As we do not consider

the sequencing of motions but identify distinct properties which

are provided as continuous proprioceptive feedback, we excluded

Laban’s flow effort from the analysis. Next, we extended this ini-

tial set with three additional properties (range of motion constraint,
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Figure 2: The conceptual space of motion properties comprises four key dimensions: motion dynamics, innate patterns,
physiology, and targeting style. The individual motion properties can be combined into expressive motion styles.

microchanges, narrated motions) tailored to the special demands of

avatars in VR. These properties were derived through an empirical

investigation of existing research (e.g., [24, 35, 37, 43]), movement

characteristics of humanoid avatar species from popular fantasy

and science-fiction books
34

and role-playing games
56
, and itera-

tive discussions among co-authors. We specifically also included

fictional humanoid avatar species because they may have signif-

icant physiological differences from human avatars, resulting in

distinct motions styles which our conceptual space should be able

to capture. Finally, we clustered the identified properties into four

key dimensions, forming our conceptual space (see Figure 2). We

introduce the dimensions in the following:

3.2 Motion Dynamics
Motion dynamics encompass the avatar’s body weight and the

avatar’s characteristicmotion speed and acceleration patterns. Build-

ing on insights from prior work [40, 44], we derived weight, which

affects how effortful or light a motion feels, from Laban’s weight

effort (= forceful to delicate motions), and velocity and acceleration

from Laban’s time effort because these two properties together char-

acterize how sustained or sudden a movement is [4, 62]. Due to the

close physical relationship between weight, acceleration, and speed,

they together describe the dynamics of an avatar’s motion. We next

discuss the relevance of these motion properties for VR avatars and

how they can be realized with a proprioceptive feedback device:

Weight. Weight modulates whether the user’s movements feel

light or heavy and is a motion property that was frequently con-

sidered in prior work (e.g., [27, 35, 36]). Weight depends on the

3
Best Selling Fantasy Books: https://wordsrated.com/fantasy-book-sales-statistics/,

last accessed 7/14/2025

4
Best Selling Sci-Fi Books: https://wordsrated.com/science-fiction-book-sales-

statistics/, last accessed 7/14/2025

5
Dungeons And Dragons: 10 Most Popular Races To Play As: https://screenrant.com/

dungeons-and-dragons-most-popular-races-dnd/, last accessed 7/14/2025

6
Baldur’s Gate 3 Races: https://bg3.wiki/wiki/Races, last accessed 7/14/2025

avatar’s physical characteristics and is affected by the magnitude

of gravitational force impacting the body [20]. For example, a rock

giant with massive, heavy limbs may experience a strong gravi-

tational pull, whereas the limbs of a filigree elf may feel nearly

weightless. With a proprioceptive device such as an exoskeleton,

we can alter the perceived weight by altering the impact of gravita-

tion: We can create a sensation of high gravity, i.e., heavy limbs, by

applying downward-directed forces to the user’s arms. Conversely,

upward-directed forces create a sense of weightlessness. To tailor

this property to different avatars, our design tool gives designers

control over the magnitude and direction of the applied force, where

higher values result in stronger effects.

Speed. The speed property describes the ability to regulate a

user’s motion speed to align with an avatar’s expected movement

capabilities. This is important as different avatars can be associated

with different movement speeds. For instance, a teddy bear may be

associated with slow motions, while a robot may be capable of mov-

ing with higher speed. However, only few works have investigated

this property so far (e.g., [36]). In order to establish a proprioceptive

relationship and prevent the user from moving at an inappropri-

ate speed, the exoskeleton must be able to limit the user’s speed

accordingly. This can be achieved by applying resistance when the

user’s movement exceeds the avatar’s predefined speed threshold to

slow them down, while slower movements remain unaffected. Here,

designers must have control over the threshold and the intensity

with which the exoskeleton reacts to changes in motion speed.

Acceleration. Acceleration complements the speed property

and modifies how a user’s motion accelerates and decelerates,

thereby influencing how sustained or sudden the motions feel. For

example, to align the user movements with a robot that tends to

maintain a steady velocity with quick but steady accelerations or a

lizard-like avatar which exhibits abrupt bursts of motion, the pro-

prioceptive system must be able to modify a user’s acceleration and

https://wordsrated.com/fantasy-book-sales-statistics/
https://wordsrated.com/science-fiction-book-sales-statistics/
https://wordsrated.com/science-fiction-book-sales-statistics/
https://screenrant.com/dungeons-and-dragons-most-popular-races-dnd/
https://screenrant.com/dungeons-and-dragons-most-popular-races-dnd/
https://bg3.wiki/wiki/Races
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Dimensions Properties Laban Effort Example Works Avatar [Trait] Examples

Motion
Dynamics

Weight Weight [20, 27, 35, 36] Elf [Light] vs. Giant [Heavy]

Speed Time [36] Teddy [Slow] vs. Robot [Fast]

Acceleration Time ✗ Robot [Constant] vs. Lizardfolk [Sudden]

Innate
Patterns

Microchanges ✗ [43] Robot [Mechanical stuttering] or Lizardfolk [Twitching]

Narrated Motions ✗ [16, 37] Teddy [Joyful swinging] or Robot [Static default pose]

Physiology Range of Motion ✗ [24, 54] Elf [Unconstrained] or Treefolk [Stiff]

Targeting
Styles

Precision Space [74] Rock giant [Imprecise] vs. Robot [Precise]

Trajectory Space [44, 68] Rock giant [Curved] vs. Robot [Straight]

Table 1: The table provides an overview of the related Laban efforts, example prior work and avatar traits that informed the
selection of the four dimensions and their motion style properties.

deceleration profiles accordingly. This can be achieved by apply-

ing forces which either restrict or enforce rapid accelerations and

decelerations. To support designers in rapidly trying out different

behaviors, users can select between pre-implemented constant or

linear acceleration and deceleration profiles in our design tool.

3.3 Innate Movement Patterns
While the properties of the motion dynamics dimension react pri-

marily to the user’s inherent motions, avatars can also exhibit

specific innate behaviors that (re-)occur at certain times or time in-

tervals without active involvement of the user. We have empirically

derived two types of innate movement patterns from analyzing

avatar motion characteristics and prior work (e.g., [16, 37, 43]):

Microchanges. Microchanges describe brief, intermittent mo-

tions that are layered onto a user’s inherent movement. Unlike

properties such as weight, which continuously affect motion, mi-

crochanges introduce discrete perturbations. The relevance of this

property is rooted in the observation that certain avatars exhibit

innate involuntary motions that interleave with intentional user

movements. For example, a rusty robot might exhibit small and

frequent mechanical stutters, while an avatar like the lizardfolk

might experience sporadic twitches. A similar concept has been

suggested in prior work, where innate vibrations from real robot ac-

tuation were recorded and replayed onto a user’s body motion [43].

To design such microchanges, we must allow designers to define

repeating motion patterns that the proprioceptive system can lay

over user movements while preserving overall control. The tool en-

ables users to specify the microchanges either manually by defining

time-series data or by recording the intended microchange through

demonstration. Additional control parameters allow to adjust the

scale and speed at which the defined microchange is played back

and a minimum and maximum interval between occurrences of

microchanges to regulate the randomness.

Narratedmotions. Narratedmotions are pre-defined sequences

of motions that are played back on the user’s body. In contrast to

microchanges, a narrated motion is played continuously instead of

intermittently. This property is based on insights from prior work

which (1) has shown that proprioceptive feedback can enhance

the experience of in-game cutscenes, which are non-interactive

scenes in which the system temporarily takes over control [37] and

(2) has argued that avatars do not necessarily remain static during

the absence of deliberate user actions. Instead, they can exhibit

distinct postures or movement patterns, termed idle motions [16].

For instance, a joyful teddy might keep swinging its arm, while a

robot returns to a static default pose in its idle state. A key challenge

for these narrated motions, in contrast to other motion properties,

is that they temporarily take full control over the user’s body, as

the proprioceptive device actively moves the body through a pre-

definedmotion sequence. Hence, to preserve user safety and agency,

narrated motions must remain cancelable. As with microchanges,

our design tool enables designers to create narrated motions either

by manually specifying a time-series of movements or through a

record-and-replay mechanism, and fine-tune the speed and scale.

Furthermore, the system allows users to break out of a narrated

motion if a specified force threshold is exceeded, which ensures

that users can regain control when needed.

3.4 Physiology
Another important factor when embodying a humanoid avatar is to

align the avatar’s and user’s physiological characteristics. This is to

prevent the user from performing motions that would be impossible

for the avatar, potentially breaking the experience of proprioceptive

alignment. Since our focus is on humanoid avatars, i.e., avatars that

have the same overall joint structure as the person embodying the

avatar, we have empirically identified the range of motion as a

particularly salient property that affects motion style:

Range of motion constraint. The range of motion (RoM) is a

key property in the biomechanics of the human upper limbs [54]

and defines the maximal angular movement of a joint. Enforcing

an avatar-specific RoM prevents users from performing anatomi-

cally impossible movements, thereby enhancing the proprioceptive

relationship. For instance, while an elf’s range of motion might

be similar to that of a human, a stiff treefolk avatar might only

be able to bend its arms to a much smaller degree. However, only
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Figure 3: MotionStyler allows users to create custom motion
styles, which are rendered in real-time with an arm-based
exoskeleton. The designed motion style can then be experi-
enced with matching visual feedback in a VR environment.

few works have investigated how altering the RoM affects avatar

embodiment so far. One example is the work by Granqvist et al.,

who leveraged illusions to increase the perceived flexibility of a

VR avatar [24]. Proprioceptive devices like exoskeletons, however,

enable the inverse, as they can physically restrict a user’s RoM

to match an avatar with a smaller RoM. To constrain the user’s

RoM, an exoskeleton can resist user movement when the user tries

to leave the specified RoM. Within the permitted RoM, the user

can move freely. The design tool allows designers to specify the

upper and lower limits of each joint’s range of motion to define

physiological constraints that match the desired avatar.

3.5 Targeting Style
An important interaction in VR is grabbing or manipulating objects.

Based on Laban’s space effort (= direct to indirect motions) and

interpretations of this effort in previous works [40, 44], we derived

the two properties precision and trajectory as a means to describe

an avatar’s targeting style. We argue that precision and trajectory

are two essential properties to describe the targeting style of an

avatar as the way an avatar approaches a target object can convey

key aspects of its character–for instance, a rock giant with massive

limbs might have less fine-grained motor control, making it difficult

to move in straight trajectories or to precisely stop at an intended

target position, whereas a robot is usually designed to move with

high precision and straight trajectories. We detail on these two

properties in the following:

Precision. Precision determines how accurately an avatar is

able to reach a targeted position in space. Conceptually, this closely

relates to approaches in prior work, which utilized hand redirection

techniques in VR to shift the user’s real-world target position [74].

Conversely, we can use a proprioceptive device to modify the vir-

tual target position by physically displacing the real hand: If the

exoskeleton pushes the user’s hand slightly beyond the targeted ob-

ject, we can realize an imprecise targeting style, while for a precise

targeting style, the exoskeleton must ensure that the user stops ex-

actly at the intended target position. In the design tool, the designer

Servo motor

Servo motor 

Load cell 

Load cell
ADC

ADC

Figure 4: We use an arm-based exoskeleton with 2 active
degrees-of-freedom at the shoulder and elbow to render the
proprioceptive motion styles.

can control the degree of (im)precision by defining the minimum

and maximum distance from the targeted position at which the

exoskeleton would stop the user. A greater distance to the target

leads to greater imprecision, a smaller distance to greater precision.

Additionally, a designer must regulate the intensity of the correc-

tive forces, the dwell time at which the user is held at the target

position, and the distance from the target at which the exoskeleton

starts to influence the movement precision. Increasing these values

gives the device more control over the user, whereas a lower value

minimizes interference with the user’s inherent motions.

Trajectory. Trajectory defines the path an avatar’s movement

follows when reaching for an object. As reaching motions can ex-

hibit an extensive range of possible trajectories [68], we argue that

these trajectories may also vary across different avatar species, rais-

ing the need for unique targeting trajectory styles. An exoskeleton

can modify the user’s trajectory by applying corrective forces. For

instance, these forces can smoothen out irregularities, enforce a

straight-line trajectory, or introduce curves. Hence, it is essential

to provide designers with control over how the trajectory is altered.

The design tool offers two pre-implemented trajectory modes: one

that enforces a direct, linear motion towards a target position and

one for curved motions.

In the next section, we detail on how these motion properties

can be implemented and combined into expressive motion styles.

4 MOTIONSTYLER
MotionStyler is a proof-of-concept system which enables designers

to create and experience proprioceptive motion styles. It comprises

three parts (see Figure 3): With the help of a design tool, designers

can compose individual motion properties into customized motion

styles or fine-tune existing proprioceptive motion styles. The de-

sign tool is connected to an arm-based exoskeleton, which renders

the proprioceptive motion styles in real-time. Once satisfied with

the design, the proprioceptive motion style can be saved and ex-

perienced in combination with the respective visual avatar in VR.

In the following, we provide details on the individual components,

starting with the haptic rendering system as the central component.
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Figure 5: To render the proprioceptive motion style, the system calculates the goal velocity 𝑣𝑠𝑡𝑦𝑙𝑒 at loop execution time 𝑖, which
is then executed by the exoskeleton’s motors. Based on the force 𝐹𝑖 applied by the user and the target velocity 𝑣𝑠𝑡𝑦𝑙𝑒 from the
previous loop execution 𝑖 − 1, we first calculate the effect of the motion dynamics on the goal velocity, followed by the innate
patterns and physiology. This gives the new goal velocity 𝑣𝑠𝑡𝑦𝑙𝑒 .

4.1 Haptic Rendering System
4.1.1 Exoskeleton. We prototypically implement the motion styles

in an arm-based exoskeleton (see Figure 4). The exoskeleton pro-

totype was built with ExoKit [54]. It has two active degrees-of-

freedom (DoF) that augment flexion-and-extension movements at

the shoulder and elbow. An additional passive DoF in the shoulder

enables users to perform abduction-adduction movements. We use

a Dynamixel XM540-W270-T servo motor at the shoulder and a

Dynamixel XM430-W210-T at the elbow. The system requires one

load cell per actuated joint. Thus, a total of two load cells, each with

an HX711 24-bit Analog-to-Digital Converter (ADC), are attached

at the lower and upper arm segments to capture interaction forces.

The motors interface with the Dynamixel Shield for Arduino, while

an Arduino Mega manages the communication with the motors

and sensors.

4.1.2 Motion Control. The system comprises separate algorithms

that calculate the effect of each motion property and a main loop

that combines them into a final motion style. The algorithms were

developed with C++ in platformIO. The software communicates

with the exoskeleton through a serial port and manages the low-

level motion control. To control the motors, we chose a velocity con-

trol mode, as this modifies the user’s motions more smoothly [73].

Consequently, each algorithm outputs a goal velocity 𝑣 at loop

execution 𝑖 . These velocities are combined into the final goal veloc-

ity 𝑣𝑠𝑡𝑦𝑙𝑒𝑖 , which renders the desired motion style at loop execu-

tion 𝑖 (see Figure 5). The system generally processes the readings

from each load cell and the calculated velocities independently

for each joint, enabling designers to freely choose which joint to

(de)activate during runtime. The only exception is targeting styles,

where the sensor readings are combined, as reaching for a target

point requires effective coordination of goal velocities between all

active joints. We present the algorithms in the following:

Altering the motion dynamics. To alter the weight percep-
tion, we first calculate the force difference △𝐹 between the user’s

exerted force 𝐹𝑖 , adjusted by the load cell’s calibrated zero force

reference 𝐹0, and the targeted gravitational force 𝐹weight for each

joint:

△𝐹 = 𝐹𝑖 − 𝐹0 − 𝐹weight

We then use △𝐹 to determine the direction in which the user tries

to move. If the intended movement direction is the same as the

system’s current movement direction, then the velocity 𝑣style𝑖−1

is

modified based on the user-defined acceleration curve accel(·) (if

any) as:

𝑣accel = 𝑣style𝑖−1

+ accel(𝑣style𝑖−1

)

Otherwise, the deceleration curve 𝑑𝑒𝑐𝑒𝑙 (·) analogously determines

the velocity loss as 𝑣accel = 𝑣style𝑖−1

−𝑑𝑒𝑐𝑒𝑙 (𝑣style𝑖−1

).MotionStyler al-
lows users to choose between no, constant, or linear acceleration

and deceleration curves. Finally, we limit the output velocity based

on the user-defined speed threshold:

𝑣speed =
|𝑣accel |
𝑣accel

𝑚𝑖𝑛( |𝑣accel |, 𝑣threshold)

We then fine-tune how strongly the system reacts to changes in

user’s motions through a weighted sum 𝑣weighted calculated as:

𝑣weighted = 𝛼 · 𝑣speed + 𝛽 · 𝑣△𝐹

which combines the previously calculated 𝑣speed with the veloc-

ity 𝑣△𝐹 that corresponds to △𝐹 . The design tool enables users to

dynamically adjust the exoskeleton’s impact on their motion by

tuning the coefficients 𝛼 and 𝛽 . Finally, we feed 𝑣weighted into a PID

controller that further smoothens the resulting motion and returns

the final goal velocity 𝑣dynamics.

Adding innate patterns. Both microchanges and narrated

motions play back sequences of motions. Hence, they can be defined

as time-series data comprising a sequence of velocity keyframes

®𝑠 = 𝑠1 ...𝑠𝑛 . We calculate the target velocities 𝑣micro and 𝑣narrated as

𝑣 {micro,narrated} = 𝑘 · 𝑠⌈𝑡 · 𝑓𝑠
1000

⌉𝑚𝑜𝑑 𝑛

where 𝑓𝑠 denotes the custom sampling rate which determines the

playback speed, 𝑘 the factor to scale the motions in size, and 𝑡 the

time in ms passed since the start of the motion. If the user defined

a narrated motion, 𝑣narrated overrides the previously calculated

goal velocity 𝑣dynamics. Finally, if the user designed any additional

microchanges, 𝑣micro is added and the final goal velocity 𝑣innate is

returned.

Restricting the range of motion. In the last step, the system

checks if the user would leave the defined RoM when moving with

𝑣innate. In this case, the algorithm sets the calculated velocity to zero,

preventing the user from leaving the defined motion range. Inside

the RoM, the user can freely move, hence no additional forces are

added. If the user starts outside of the indicated motion range, the

system only allows the user to move back into this range, blocking

movement in the opposite direction.
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Figure 6: Left: The design tool enables designers to interactively create motion styles. It comprises panels (A) for selecting
the step in the process (setup, presets, motion properties, save & load) and (B) for selecting a motion style property. Once a
property is selected, (C) designers can adjust its parameters, (D) read its description, (E) select the joint(s) at which they want to
experience the property, (F) and retrieve the history of prior configurations. Bottom right: The tool lowers the barrier to entry
with five types of presets that designers can try at the click of a button. Top right: The designed motion style can be tested with
synchronized visual feedback in a VR environment. Users can see their avatar in a virtual mirror.

Modifying the targeting style. In contrast to the other three di-

mensions, the targeting style presents a special case as its properties

are defined in relation to a known point in space. Due to its depen-

dency on world coordinates and the complex interplay between

joints, we calculate the targeting motion style separately from the

other properties. As predicting the intended target position of a

human motion is an ongoing research area [33, 57], we assume for

simplicity that there exists a known point 𝑃target to which the user

intends to move their hand end effector. Consequently, designers

first have to provide the target position 𝑃target = (𝑝𝑥 , 𝑝𝑦, 𝑝𝑧)𝑇 ,
with the origin located at the shoulder joint to test how different

trajectories and precision affect the motion style.

To modify a user’s trajectory, the system first calculates a Bézier

curve between the user’s starting position 𝑃start and the denoted

target position 𝑃target along which the user should move. Given

a user’s current position 𝑃𝑖 , the system then determines the per-

centage of distance traveled towards 𝑃target. From this percentage,

we derive the corresponding point on the calculated Bézier curve

𝑃𝑏𝑒𝑧𝑖𝑒𝑟 . Then, we calculate the goal position of the next frame

𝑃𝑖+1 = 𝑃𝑖 + (𝑃𝑏𝑒𝑧𝑖𝑒𝑟 − 𝑃𝑖 ),

correcting for the positional offset between 𝑃𝑏𝑒𝑧𝑖𝑒𝑟 and the user’s

current position 𝑃𝑖 . Finally, an inverse-kinematic (IK) solver cal-

culates the required joint angle configurations. For each joint, we

convert the required angular displacements into the goal veloc-

ity. Our system implements a linear and quadratic Bézier curve to

realize a straight and curved trajectory style.

To enhance precision, the system starts guiding the user to-

wards 𝑃target with a specified force 𝐹 if the user is close enough to

the target position. If the motions should be imprecise, the algo-

rithm updates the target position 𝑃target by adding a random offset

within a user-defined interval. We then calculate

𝑃𝑖+1 = 𝑃𝑖 + 𝐹 · (𝑃target − 𝑃𝑖 )

and determine the goal velocity with an IK solver as described

above.

4.2 Design Tool
We provide a design tool that supports the rapid design and ex-

perimentation with the motion style properties. The design tool is

implemented with Unity 3D and enables the following process: First,

users connect the exoskeleton to the PC and are guided through

an initial setup procedure to calibrate the load cell measures. After-

wards, users can freely explore the individual motion properties and

parameters, composing them into motion styles (see Figure 6 (left)).

Alternatively, they can start by familiarizing themselves with the

working principle through pre-implemented presets, which serve to

lower the barrier to entry. The tool offers 5 different types of presets,

each with different variations (see Figure 6 (right)): 4 variations
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Figure 7: Left: Median ratings for the five quantitative motion properties across all 12 avatars. The results show that the
avatar motion styles provide a high coverage of the conceptual space. Right: The normalized root mean square errors (NRMSE)
between all pairs of avatars. A NRMSE of 0 indicates identical motion styles, 1 complete opposites. The NRMSEs validate the
uniqueness of the avatars’ motion styles.

that cover the range from sudden to sustained motions, 4 variations

of weight, and 2 pre-implemented RoM constraints, microchanges

and narrated motions each. Users can try and combine them at a

click of a button. As a safety measure, the user can activate and

deactivate the proprioceptive feedback at each joint using a remote

control. Once the user created a convincing motion style, they can

save the configuration as a .json file. This file can be imported into

a VR environment or shared with others.

4.3 VR Environment
The designed motion styles can be tested in combination with a vi-

sual avatar representation in a VR environment (see Figure 6 (right)).

For demonstration purposes, we provide three example avatars (ro-

bot, teddy, and treefolk) and their corresponding proprioceptive

motion styles. The environment is implemented for the Oculus

Quest with Unity 3D, the meta XR all-in-one SDK and final IK. Af-

ter an initial calibration, which ensures that the avatar is matched

to the user’s body proportions, the user can see their avatar in a

virtual mirror, switch between avatars and activate or deactivate

their corresponding proprioceptive motion feedback. Furthermore,

the user can switch to a targeting mode in which random target

points are projected within user reach. If the user tries to reach for

the point, they feel the impact of the configured targeting styles. As

soon as the user reaches the generated point, a new one appears.

5 VALIDATING THE CONCEPTUAL SPACE
An essential quality of a conceptual space is its ability to capture

a wide range of options, also referred to as descriptive power [5].

Hence, we validate our conceptual space by demonstrating its capa-

bility to describe diverse avatar motion styles. In turn, this enables

designers to effectively realize diverse motion styles with the help

ofMotionStyler. Inspired by past works that evaluate the descriptive
power of their conceptual spaces by classifying existing systems or

case studies (e.g., [12, 55, 63]), we conducted an online user survey

to gather the subjective assessment of diverse motion styles for 12

selected avatar species.

Participants. We recruited 19 participants (aged 23 to 62; 10

identified as female, 9 as male) with background in computer sci-

ence, arts and related fields. An eligibility criterion for the studywas

knowledge of different avatar species, which we assessed through

a questionnaire: Participants self-reported that they often engage

in fantasy content (17/19), as well as in role-playing games (12/19),

and video games (13/19).

Avatar selection. We created and iteratively refined the set of

avatars based on discussions among co-authors. The selected set

should (1) cover distinct motion styles, i.e., each avatar is likely

to be represented by a unique combination of motion properties,

(2) have a high coverage of salient properties, and (3) be informed

by popular avatar species occurring in books, movies, video games,

or pen-and-paper role-playing games (see subsection 3.1 for an

overview). Furthermore, we ensured to include a mix of human and

fictional humanoid avatars, to avoid species that are conceptually

too similar (e.g., troll and golem), and to exclude species that tend

to show aspects of nudity or sexualisation (e.g., merfolk). Based on

these considerations, we iteratively reduced the set to 12 avatars,

which are listed in Figure 7.

Procedure. The online survey was conducted with SoSciSurvey.

First, we provided basic information and collected demographic

information. Next, participants characterized the motion styles of

the 12 selected avatar species one after the other in a randomized

order. For each avatar species, we presented multiple images to

elicit particularly salient and generalizable motion properties of a

species and reduce bias induced by a specific visual. Based on these

images, users filled 7-point semantic differential scale items for the
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five polar motion properties derived from Laban’s space
7
. As the

remaining three motion properties have qualitative characteristics,

we used open questions with free text fields to gather information

about the avatars’ innate pattern and physiological constraints (if

any). The study took approximately 30 minutes.

Results. Figure 7 (left) shows the median ratings for all 12

avatars for the 5 quantitative motion properties (weight, speed, ac-

celeration, precision, trajectory). It visually demonstrates that each

motion property received diverse ratings from low to high across

avatars and that the avatars exhibit distinct combinations of motion

properties. This enables a unique description of every avatar’s char-

acteristic motion style: For instance, the robot, a mechanical device,

was characterized with highly precise motions (𝑥 = 7), straight tra-

jectories (𝑥 = 2), rather fast speed (𝑥 = 5), low acceleration (𝑥 = 2),

and no particular impact of weight (𝑥 = 4). This stands for instance

a clear contrast to the treefolk, a heavy creature, which is associated

with very high weight (𝑥 = 7), imprecise motions (𝑥 = 2), no partic-

ularly outstanding trajectory characteristics (𝑥 = 4), but very slow

motions (𝑥 = 1), and low acceleration (𝑥 = 2). From Figure 7 (left), it

is apparent that the selected set of avatars provides a high coverage

of the conceptual space.

In addition, we systematically validate the distinctiveness of

the motion styles by calculating the normalized root mean square

error (NRMSE) between all pairs of avatars based on the collected

median ratings as

NRMSE =
RMSE

𝑦𝑚𝑎𝑥 − 𝑦𝑚𝑖𝑛

where 𝑦𝑚𝑖𝑛 and 𝑦𝑚𝑎𝑥 are the minimum and maximum values of

the semantical differential scale items (i.e., 1 and 7, respectively)

and the RMSE is calculated as

RMSE =

√︄∑
𝑝∈Prop (avatar𝑖,𝑝 − avatar𝑗,𝑝 )2

|Prop|
Here, avatar𝑖,𝑝 and avatar𝑗,𝑝 describe the median ratings of any

two avatars avatar𝑖 and avatar𝑗 for a property 𝑝 ∈ Prop with

Prop = {weight, speed, accuracy, precision, trajectory}. The re-

sulting matrix is shown in Figure 7 (right). A NRMSE of 0 means no

difference in motion style between the pair of avatars, 1 indicates

the maximum possible difference with respect to every motion

property. Of note, not every avatar necessarily exhibits extreme

values (i.e., only ratings of 1 or 7) for all properties, and the NRMSE

between an avatar exhibiting only maximum ratings and an avatar

without any salient traits (i.e., only ratings of 4) is 0.5. Thus, we

consider the motion styles of avatars with an NRMSE of 0.5 or

higher as highly distinct. Our results reveal that the NRMSEs vary

between the different avatars, with the highest difference between

treefolk and elf (0.69) and the lowest between space soldier and

dragonborn (0.08). Furthermore, the avatars with the most unique

motion styles, i.e., those with the highest amount of NRMSEs of

0.5 or higher, are the treefolk with 6 highly distinct NRMSEs, the

teddy (5), and the golem (4). The dwarf, fighter and wizard have the

least unique motion styles. However, each of their motion styles

7
The five polar properties consist of weight (1: zero, 7: high weight), speed (1: slow,

7: fast), acceleration (1: steady, 7: changing), precision (1: imprecise, 7: precise) and

trajectory (1: direct, 7: indirect)

exhibits individual motion properties with specifically salient rat-

ings (cf., Figure 7 (left)). The uniqueness of each avatar’s motion

style is further pinpointed by the qualitative feedback, capturing

salient innate patterns and physiology. For instance, while the space

soldier and dragonborn had the lowest NRMSE, 15/19 participants

indicated that the space soldier exhibits considerable restrictions in

the range of motion due to the armor, while the dragonborn did not

elicit such strong associations. Similarly, 16/19 participants identi-

fied a RoM constraint for the treefolk as the branches would make

the avatar “very inflexible” (P16), resulting in “stiff motions” (P11).
This considerably differs from other avatars which were less fre-

quently associated with RoM constraints, but rather with specific

innate patterns. For instance, the lizardfolk would perform “sud-
den small movements” (P10), while the old wizard, which had low

NRMSEs, would be “trembling” (P6) when moving.

Considering the NRMSEs in combinationwith the variety of qual-

itative feedback that captures any innate patterns and physiological

salience, the results of the survey confirm that our conceptual space

can effectively describe diverse, unique motion styles. In the next

section, we demonstrate that MotionStyler enables designers to

create and render such motion styles.

6 USER STUDY
To empirically validateMotionStyler’s capabilities and the potential
of proprioceptive motion styles, we conducted a user study. The ob-

jective of the study is to (1) investigate how wellMotionStyler helps
designers to create diverse motion styles, and (2) evaluate the im-

pact of proprioceptive motion styles on the VR experience.

We recruited 12 participants (aged 21 to 33; 10 identified as male,

2 as female). All participants had normal or corrected-to-normal vi-

sion and had prior experience with VR; six participants indicated to

be frequent VR users. Two participants are experienced hapticians,

and 3 have tried out or developed exoskeletons themselves.

Due to the two-fold purpose of the study, we split the experiment

into two tasks with two separate goals. The same 12 participants

took part in both parts. We report on the two tasks, including their

method and results separately below:

6.1 Task 1: Creating Proprioceptive Motion Styles
The aim of the first task was to assess if users are able to understand

and use the motion style properties and if they can design their

own proprioceptive motion styles. For this, we used MotionStyler’s
design tool and the arm-based exoskeleton.

Procedure. First, the experimenter explained the design tool’s

functionalities and then helped the user to attach and calibrate

the exoskeleton. Next, the participant was tasked to familiarize

with the tool’s offered presets. Once confident, participants could

freely use the tool to create a motion style for an avatar of their

choice. They were asked to think out loud, while the experimenter

took notes and helped out if problems occurred. We concluded the

session with a SUS questionnaire and custom Likert-scale items

assessing how well the tool supported user’s creativity and the

usefulness of the offered presets, and a semi-structured interview

to investigate encountered challenges, the appropriateness of the

selected motion properties, and future use cases for proprioceptive
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Figure 8: Results of the 7-point Likert scale show that Mo-
tionStyler supports users in creatively exploring a diverse
range of motion styles.

motion styles. The Likert-scale items are shown in Figure 8. Task 1

took 60 minutes and was audio-recorded.

6.1.1 Results.

Designed motion styles. The results of the Likert items show

that the design tool could effectively support participants in design-

ing unique motion styles and that it sparked their creativity (see

Figure 8). This was also reflected in the diversity of motion styles

explored by the participants: For instance, P12 decided to design a

motion style for a robot with a damaged shoulder: First, P12 created

the motion style of a brand-new robot with an unconstrained RoM,

and fast and precise motions. Next, P12 modeled the malfunctions

by locally constraining the RoM in the shoulder joint, adding weight

and microchanges to simulate stuttering. This demonstrates the

system’s flexibility to design motion styles at a joint-level. Further-

more, P6 designed the motion style of a strong knight by combining

fast movements with high weight. Because the knight should lift

a heavy sword, P6 added microchanges to mimic muscle twitches.

While many participants created diverse motion styles for fantasy

characters, including a dwarf (P7), golem (P1, P4), a troll with slow,

heavy movements (P10), or a lightweight elf (P1), other participants

designed motion styles for non-fictional characters. For instance,

P2 and P8 simulated an elderly’s way of moving, combining jerking

motions with increased weight; others used the weight property to

experiment with the impact of different environmental conditions

on human body motions, such as when moving underwater (P3) or

floating in space (P11).

Usability, challenges, and future improvements. The design

tool achieved a SUS score of 72.5, indicating good usability [3].

Overall, the participants were positive about the offered functional-

ities and several participants emphasized they found the motion

properties generally easy to learn and understand (P1, P9, P11, P12).

However, because of the large number of possible parameters, all

participants agreed that they would require additional time to learn

the details of the parameters. In this regard, many participants ex-

plicitly appreciated the presets as a valuable entry point (P2, P6,

P8-P11). This was also reflected in their Likert ratings (see Figure 8).

To further enhance the usability, participants suggested to expand

the offered presets or to provide a library of pre-defined avatar

motion styles from which they can select (P4, P7, P10, P11). Notably,

Figure 9: To investigate how different proprioceptive motion
styles affect avatar embodiment in VR, participants embod-
ied a robot, teddy and treefolk avatar in our user study.

this feature is already supported through the save & load option in

the design tool. Finally, participants wished for visualizations and

simulations that illustrate how the motion properties would affect

the body (P1, P2, P5, P6, P8, P10, P12), an important consideration

for future iterations of the tool.

Utility of proprioceptivemotion styles. Participants identified

various use cases for proprioceptive motion styles, emphasizing

the broad applicability of the proposed concept: While the most

frequently mentioned use case is gaming in VR (P1–P5, P7–P12),

participants also saw potential for teleoperation, where users would

embody a remote robot while directly feeling its mechanical con-

straints (P3, P12). Beyond VR, P1 and P10 also highlighted how

these proprioceptive motion styles could generally enhance empa-

thy towards others by simulating, e.g., a body “that is really heavy or
that is old or where you have certain limitations in movement” (P10).
Furthermore, they can help users to replicate the motion style of

their trainer for motion learning (P8, P12), support the rehabilita-

tion process (P9, P11) or improve overall performance by enhancing

targeting precision for physical activities (P5, P7).

6.2 Task 2: Experiencing Motion Styles in VR
The second task aimed to evaluate how proprioceptive motion

styles influence agency, bodily self-identification with the avatar,

and user behavior in VR.

6.2.1 Method. To understand the effects on avatar embodiment in

VR, we conducted a controlled experiment in which we compare

the effects of proprioceptive feedback with the condition in which

no haptic feedback is provided. For this, we used the arm-based

exoskeleton and the VR environment described in subsection 4.3.

In the following, we first describe the avatars chosen for the exper-

iment, and then the study design.

Selected avatars. Based on the results of the survey presented

in Section 5, we selected the robot, teddy, and treefolk avatars as

they (1) have several salient motion properties
8
, (2) exhibit particu-

larly distinct combinations of motion properties with high NRM-

SEs, and (3) have received interesting qualitative feedback. For the

8
at least 3 properties with median <= 2 or >=6
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“The proprioceptive feedback combined
with a visual avatar was fun to use.”
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“The feedback felt smooth.”

“The system was lagging.”

NeutralPartially Disagree Partially Agree Agree Strongly AgreeStrongly Disagree Disagree

Figure 10: Results of the 7-point Likert scale show that the
designed motion styles were distinct, smooth, and enjoyable.

avatars, we selected Unity assets that meet the usual high quality

standards of rendering in VR. The selected visual representations

of the avatars can be seen in Figure 9. We intentionally removed

shadows from the VR scene to keep the visual focus solely on the

avatar. Informed by the survey results, we used MotionStyler to
implement the avatars’ proprioceptive motion styles. For the robot,

we chose high speed and rapid, constant acceleration. As the robot

received a neutral weight rating, we refrained from altering the

impact of weight. To realize the teddy’s motion style, we combined

slow speed with slow acceleration and low gravitational impact.

The latter makes the user’s motions more lightweight. Contrary,

the treefolk avatar was realized with very high gravitational im-

pact, very slow speed, slow acceleration and a reduced RoM. We

fine-tuned the parameters through a series of pilot tests with the

co-authors and two additional testers who were not involved in the

main study.

Experimental design and independent variables. Our study

followed a within-subjects study design in which each participant

embodied each avatar exactly once in the standard setup with

only visual feedback, which serves as our baseline, and once with

additional proprioceptive motion feedback. Hence, we consider two

independent variables (IVs):

• Augmentation has two levels: visual and visuo-proprioceptive.

• Avatar has three levels: Robot, Teddy and Treefolk.

We counterbalanced the conditions for avatar with a balanced

Latin square. For each avatar, participants experienced both aug-

mentation levels sequentially, but in a randomized order.

Experimental protocol. We first guided participants through

the calibration routine to adjust the avatar’s size to the participant

to ensure high visuo-proprioceptive alignment and then started

with the controlled study. For each condition, participants were

asked to perform a series of body motions announced by the exper-

imenter, followed by free movement to give them sufficient time to

familiarize themselves with each avatar. This is crucial to develop a

sense of embodiment towards a virtual avatar [19, 34]. Additionally,

participants could see their avatar in a virtual mirror to enhance

their behavioral responses [21].

We assessed the effects of the motion style on the experience

in VR through several measures. These have been informed by

standardized questionnaire items and insights from pilot studies:

First, after each condition, we assessed perceived agency using an

adapted version of the Embodiment Questionnaire by Gonzalez-

Franco et al., aggregating the results of items Q6, Q7 and Q9 to

calculate the agency score [23]. We further added a Likert item

to assess if users had adopted the avatar’s way of moving as an

indicator of any potential behavioral changes that might occur in

response to proprioceptive feedback. Second, after being presented

with a proprioceptive motion style, we asked participants to rate

on a 7-point Likert scale if the presented motion style matched

their expectations and, after experiencing both levels of augmen-

tation for an avatar, if the proprioceptive motion style enhanced

self-identification with their avatar. The Likert-scale items of the

questionnaire are shown in Figures 11 and 12. We use these mea-

sures for statistical analyses.

Finally, we concluded the experiment with another custom ques-

tionnaire assessing the responsiveness and quality of the rendered

feedback (see Figure 10), and a semi-structured interview to more

in-depth insights into user’s expectations and preferences. As the

custom questionnaire consists of single-item global assessments

of the system, no statistical tests are performed for it. Task 2 took

about 30 minutes and was audio-recorded.

Data analysis. We apply non-parametric tests to analyze the

ordinal Likert items: First, we apply the Aligned Rank Transfor-

mation (ART) RM ANOVAS as proposed by Wobbrock et al. [70]

to investigate interaction and main effects between avatar and

augmentation on agency and motion adoption. For significant

results, we follow up with the ART-C procedure as suggested by

Elkin et al. [17]. We report on partial eta-square 𝜂2

𝑝 as the measure

of effect size and classify it as small (> .01), medium (> .06), or

large (> .14) [10]. Second, to analyze the effects of avatar on expec-

tation matches and bodily self-identification when proprioceptive

feedback was provided, we apply the Friedman test. For signifi-

cant results, we follow up with pairwise Wilcoxon signed-rank

tests. We report Kendall’s𝑊 as the measure of the effect size. For

Kendall’s𝑊 , we use the suggestions by Cohen [10] to classify them

as small (> .10), medium (> .30), or large (> .50). Third, to analyze

correlations between Likert items where appropriate, we calculate

the Spearman correlation coefficient 𝜌 due to its fit for ordinal data.

The coefficient ranges from -1 to 1, where 𝜌 > 0 indicates a positive

correlation and 𝜌 < 0 a negative one. We classify |𝜌 | as weak (> .20),

moderate (> .50), and strong (> .80) [10].

6.2.2 Results.

User experience, preferences, and expectations. Participants

agreed that the proprioceptive motion styles of the three avatars

felt distinct, were enjoyable, and that the haptic rendering system

created smooth and responsive proprioceptive feedback (see Fig-

ure 10), confirming thatMotionStyler can effectively render different
motion styles. Participants further confirmed that the implemented

motion styles largely matched with how they expected the avatar’s

motion to feel (𝑥 = 6), however, with individual differences across

avatars (Robot: 𝑥 = 7, Teddy: 𝑥 = 3.5, Treefolk: 𝑥 = 6). A

Friedman test revealed significant effects of avatar on expectation

match (𝜒2 (2) = 9.38, 𝑝 < .001) with amedium effect size (𝑊 = .391).

Post-hoc Wilcoxon signed-rank tests revealed a significantly higher

expectation match for Robot compared to Teddy (𝑝 < .05). The

results are shown in Figure 11 (left). The differences in expectations

also affected user preferences: The treefolk avatar was the most

preferred for the majority of participants as they felt that it closely
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“The way the system altered my movements was in line with how
I expected the avatar to move.” (Expectation Match)

“The additional proprioceptive feedback increased my self-
identification with the avatar.” (Enhanced Self-identification)
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Figure 11: Left: Results of the 7-point Likert scale show that the proprioceptive motion styles of the robot aligned most with
participants’ expectations, followed by the treefolk and the teddy avatar. The latter elicited most mixed reactions. Middle:
Similarly, our results show that the proprioceptive motion styles enhanced participants’ self-identification with the avatar,
with the strongest effect for the robot, followed by the treefolk and the teddy avatar. Right: A Spearman correlation between
the two Likert items reveals a strong positive correlation between the expectation match and enhanced self-identification.

matched their expectations: “it was the best because there I could
really feel the stiffness of the movement” (P10). Contrarily, the teddy
often was least preferred and received mixed opinions: “So I like the
[low weight] and I could directly associate it with the teddy. However,
the slow moving joints were kind of surprising to me. I didn’t expect
them.” (P12). While some, like P2, felt that an expectation mismatch

would not diminish the overall experience, others (P4, P12) reported

that it might have a negative impact. Interestingly, some partici-

pants also reported that their expectations adopted positively over

time: “for the tree one, in the beginning [. . . ] it didn’t match with
the motion style, but after just moving around a bit and looking in
the mirror, it kind of matched” (P3). These discussions surface the
importance of user expectations when designing proprioceptive

motion styles, as participants may have individual associations with

particular avatars that can either positively or negatively affect the

overall VR experience.

Effects on bodily self-identification with the avatar. Bodily

self-identification is an important factor to enhance avatar embod-

iment in VR [23]. After experiencing the proprioceptive motion

styles, we asked participants to rate if it enhanced self-identification

with the avatar. The results are shown in Figure 11 (middle). Overall,

participants agreed that the proprioceptive motion styles improved

self-identification with their avatar (𝑥 = 6), although ratings varied

between the Robot (𝑥 = 6.5), Teddy (𝑥 = 4) and Treefolk (𝑥 = 6).

A Friedman test revealed significant effects of avatar on self-

identification (𝜒2 (2) = 9.05, 𝑝 < .05) with a medium effect size

(𝑊 = .377). However, post-hoc Wilcoxon signed-rank tests did not

show any significant differences. Participants explained that the ef-

fect was strongly tied to whether the motion style aligned with their

personal expectations (P1, P3, P5, P9-P12): “When it works together
with the expectations, it really puts your embodiment to another
level” (P5). Similarly, P10 noted that proprioceptive feedback “made
me empathize with the character more in the sense that [. . . ] I under-
stood more how this character would move and what it would feel
like to be this character.” As the impact of users’ expectations was a

recurring theme in the interviews, we followed up with a Spearman

correlation between the two Likert items capturing expectation

matches and self-identification (see Figure 11 (right)). The results

indeed revealed a strong positive correlation (𝜌 = 0.87, 𝑝 < .001),

indicating the more the proprioceptive feedback matched the per-

sonal expectation, the more the participants could self-identify with

their avatar.

Effects on agency. Agency is another important aspect of em-

bodiment [23]. As external forces that modify a user’s inherent

motion might affect the sense of agency, we examined how the

proprioceptive motion styles impacted the agency ratings. Since

the visual condition acts as our baseline, we first confirmed with

a Friedman test that avatar did not have a significant effect on

agency (𝜒2 (2) = 2.07, 𝑝 > .05) when only visual feedback was pro-

vided. Next, the ART revealed a significant main effect of avatar on

agency (𝐹 (2, 55) = 7.59, 𝑝 < .01) with a large effect size (𝜂2

𝑝 = 0.22).

ART-C pairwise post-hoc tests revealed a significant loss in agency

for Teddy compared to Robot (𝑝 < .01) and Treefolk (𝑝 < .01).
We further found a significant main effect of augmentation on

agency, with visuo-proprioceptive having a significantly lower

agency score compared to visual (𝐹 (1, 55) = 40.887, 𝑝 < .001)

with a large effect size (𝜂2

𝑝 = 0.43). Finally, we also found a sig-

nificant interaction effect (𝐹 (2, 55) = 5.379, 𝑝 < .01) with a large

effect size (𝜂2

𝑝 = 0.16). ART-C pairwise post-hoc tests revealed a

significant loss in agency for visuo-proprioceptive compared to

visual for Treefolk (𝑝 < .05) and Teddy (𝑝 < .001). Further-

more, we found a significant loss in agency for Teddy in the visuo-

proprioceptive condition compared to Robot (𝑝 < .001) and

Treefolk (𝑝 < .001) in the visual condition. Additionally, within

the visuo-proprioceptive condition, we further found a signifi-

cantly lower agency for Teddy compared to Robot (𝑝 < .001) and

Treefolk (𝑝 < .05). Although the overall agency score decreased

from 𝑥 = 7 to 𝑥 = 6 when proprioceptive feedback was provided,

it is apparent that participants still felt in control of their motion.

The highest scores were achieved for Robot and Treefolk. This is

striking as especially the treefolk avatar considerably restricted the

user’s motion freedom. In the follow-up interviews, participants

elaborated that if “the style matches the character, you don’t feel
restrained even if the exoskeleton is restraining your movements be-
cause you feel like there is a connection between the two” (P4) and
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Figure 12: Left: The agency score represents an aggregated measure of users’ responses to the items Q6, Q7 and Q9 in the
Embodiment Questionnaire [23]. Our results show that agency was significantly reduced if proprioceptive feedback was
provided, with a particularly strong effect for the teddy avatar. However, participants still rated the sense of agency rather
positively. The robot and treefolk avatars achieved the highest scores. Right: Users indicated that they rather adopted their
own motion style to that of the avatar if proprioceptive feedback was provided, with particularly strong effects for the robot
and treefolk avatars.

that the loss of agency can even be a desirable property “by de-
sign” (P5). As for the bodily self-identification, we followed up with
another Spearman correlation to investigate a potential relation

between user expectations and agency. However, we did not find a

significant correlation (𝜌 = 0.23, 𝑝 > .05) between the two items.

Effects on adoption to avatar’s motion style. Prior work has

shown that a sense of embodiment can elicit changes in users’ be-

havior [72]. Our participants self-reported a greater tendency to

adapt their movement to the avatar’s motion style when propri-

oceptive feedback was provided (𝑥 = 6) than without it (𝑥 = 3).

The ART test revealed a significant main effect of avatar on mo-

tion adoption (𝐹 (2, 55) = 3.197, 𝑝 < .05) with a medium effect

size (𝜂2

𝑝 = 0.1). Post-hoc tests revealed a significantly higher effect

on motion adoption for Robot compared to Teddy (𝑝 < .05). We

also found a significant main effect of augmentation on motion

adoption, with visuo-proprioceptive having significantly higher

ratings compared to visual (𝐹 (1, 55) = 27.443, 𝑝 < .001) with a

large effect size (𝜂2

𝑝 = 0.33). We did not find a significant interaction

effect (𝐹 (2, 55) = 2.794, 𝑝 > .05, 𝜂2

𝑝 = 0.07). However, as the pro-

prioceptive feedback implemented for the different avatars affects

the user’s motion to varying degrees, and as we were specifically

interested in whether this has a positive or negative effect on the

motion adoption ratings for the individual avatars, we followed up

with ART-C, as these contrast tests do not need to follow signif-

icant omnibus test results if in line with the core of the research

question [17]. The tests revealed a significant increase of motion

adoption for visuo-proprioceptive compared to visual for the

Robot (𝑝 < .05) and Treefolk (𝑝 = .001), but not for the Teddy.

The results are shown in Figure 12. As P12 elaborated, “I learned
I have to move very slowly because of the feedback, and so I have
to think differently. Now I have to think like a tree, for example. I
have to plan my movements more because I cannot easily redo them.”

A follow-up Spearman correlation revealed a moderate positive

correlation (𝜌 = 0.62, 𝑝 < .001) between user expectations and mo-

tion adoption and a strong positive correlation (𝜌 = 0.80, 𝑝 < .001)

between self-identification and motion adoption, indicating that

the more an avatar’s proprioceptive motion style aligned with user

expectations – and consequently the more they could self-identify

with the avatar – the more users adapted their way of moving to

the proposed motion style.

7 DISCUSSION, LIMITATIONS AND FUTURE
WORK

In the following, we discuss our findings and identify directions for

future work:

Creating expressive and diverse proprioceptivemotion styles.
One objective of this work was to enable designers to create dis-

tinct and expressive motion styles. The motion styles designed by

us and our study participants for Task 1 demonstrated that the

proposed motion properties serve as an extensive foundation for

creating a wide range of motion styles. For instance, participants

were able to select desired properties such as microchanges and

weight, identify suitable parameters, and effectively combine them

into meaningful motion styles that were associated with both fic-

tional and non-fictional characters. Although the extensive range

of properties and parameters allows experienced users to create

complex motion styles, it also presents a substantial learning curve

for novices. Presets, which abstract from the details of individual

motion properties, helped lower this barrier to entry. Furthermore,

participants felt inspired by the range of possibilities and argued

that such proprioceptive motion styles offer intriguing possibilities

even beyond VR. While we implemented the motion properties for

the arms, the motion dynamics, innate patterns, and physiology

concepts also generalize to other body parts, such as the hands and
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legs. The targeting style, however, is less directly transferable due to

its link to grasping tasks. Future work can reinterpret it in domain-

specific contexts, such as for locomotion. Here, a proprioceptive

device may alter the user’s walking trajectory to be more or less

direct or precise. Previous work has demonstrated the feasibility of

this approach [60], which provides an interesting starting point for

aligning the user’s physical gait with an avatar’s expected gait. Fi-

nally, another important avenue to broaden the applicability of the

proposed concept is to extend the space to non-humanoid avatars,

which typically exhibit different or additional limb structures [64].

We expect that this will primarily affect the physiological dimen-

sion of our space, but will also pose new conceptual challenges for

the design of appropriate proprioceptive motion feedback.

Enhancing avatar embodiment in VR with proprioceptive
motion styles. The second objective of this work was to inves-

tigate how proprioceptive motion styles enhance embodiment in

VR. Task 2 of our user study showed that these motion styles not

only enhance immersion and enjoyment but indeed also positively

impact key aspects of avatar embodiment. First, we found that

proprioceptive motion styles enhanced bodily self-identification

with the avatar compared to conditions with only visual feedback.

Second, although agency was slightly reduced when proprioceptive

feedback was provided, participants found this acceptable or even

desirable when it aligned with the avatar’s motion capabilities. This

suggests that agency can be purposefully modulated to support

avatar embodiment. Third, participants reported that they adapted

their motion planning and execution in response to the proprio-

ceptive motion styles when it matched with the avatar, indicating

potential behavioral changes akin to the Proteus effect [72]. In line

with this, prior work theorized that the Proteus effect could be

related to the self-identification process [15]. The strong correla-

tion between self-identification and motion style adoption would

support this hypothesis. These phenomena warrant further inves-

tigation in future studies. Furthermore, our results highlight the

potential of proprioceptive motion styles that combine multiple

properties. While a few prior studies have explored the impact

of individual properties like weight perception [35], the effects of

other properties, such as RoM constraints or targeting styles, and

any potential interaction effects between properties remain under-

explored. Finally, future work should also investigate the impact of

proprioceptive motion styles on embodiment in various contexts,

such as gaming, for more diverse user demographics and user stud-

ies with larger sample sizes, across a broader range of avatars, and

in combination with other feedback modalities like auditory cues.

Initial indications suggest that these combinations might further

enhance avatar embodiment [43].

Customizing proprioceptive motion styles to match user
expectations. Participant responses revealed the critical role of

personal expectations and associations with avatars in shaping the

VR experience. While the motion styles of the robot and treefolk

avatars were largely in line with the expectations of our study

participants, the teddy received mixed reactions and consistently

lower scores due to diverging associations. Our results indicate

that such mismatches might negatively affect important qualities

of the VR experience, including bodily self-identification with the

avatar. This echoes findings from prior work, where mismatches in

the auditory stimulus diminished the experience [43]. While there

may be common associations for some avatars, as also indicated in

Section 5, our findings highlight the importance of aligning motion

styles with user expectations. Future work should explore how

to facilitate customization of motion styles for designers or even

end-users. With the recent rise of LLMs, generating or modifying

proprioceptive motion styles from natural language descriptions

presents a particularly interesting avenue for future work.

MotionStyler implementation. Weprototypically implemented

themotion styles in an arm-based exoskeletonwith two active DoFs,

allowing for a technically focused yet conceptually broad explo-

ration. In the future, the prototype can be extended to more DoFs or

even to both arms to create more diverse sensations. As the system

needs one load cell for each active joint, it can be expanded to more

DoFs by adding more motors and load cells accordingly. Based on

our approach for realizing and combining motion properties, we

also expect our method to be transferable to other parts of the body,

such as hands or legs. Furthermore, we chose an exoskeleton as

it enables us to render a diverse range of proprioceptive feedback

within one device. Future work should consider how these prop-

erties can be achieved with other proprioceptive feedback devices,

such as EMS, with a lighter and more portable form factor, and how

the quality of the rendered sensations compares to devices that

target one specific motion property such as PumpVR [35]. Finally,

our study showed that the design tool should be further improved

through visualizations and simulations. It remains an interesting

question for future work how best to simulate and visualize the

effects of an exoskeleton on the user’s body in a way that is easily

understood by novice users.

8 CONCLUSION
This work proposes to leverage proprioceptive feedback to align

users’ physical movements with the expected motion style of their

avatar to enhance avatar embodiment in VR. In order to design

these proprioceptive motion styles, we introduce a conceptual space

of distinct motion properties for humanoid avatars, clustered into

four key dimensions: motion dynamics describe the the avatar’s
body weight along its characteristic motion speed and acceleration;

innate patterns comprise avatar-specific motions that are either

layered on top of the user’s inherent motions, such as stuttering, or

played back on demand; physiology describes any potential restric-

tions in the joints’ range of motion, and targeting style the precision
and trajectory with which the avatar typically approaches a target.

These properties can be combined into expressive proprioceptive

motion styles. We operationalize this concept with MotionStyler, a
proof-of-concept system that renders these proprioceptive motion

styles in real-time in VR using an arm-based exoskeleton. An ad-

ditional design tool aids designers to create custom motion styles.

We validate the descriptive power of the conceptual space through

an online survey. The results of a user study further confirm that

MotionStyler enables designers to create distinct motion styles and

that such proprioceptive motion styles positively impact avatar em-

bodiment in VR if they match the way the user expects the avatar

to move. We hope that this work inspires future work to investigate

the potential of proprioceptive motion feedback to enhance avatar

embodiment.
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